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Abstract

Introduction
The diagnosis and separation of cancerous tumors in medical images require accuracy, experience, and time, and it has always posed itself as a major challenge to the radiologists and physicians.

Materials and Methods
We received 290 medical images composed of 120 mammographic images, LJPEG format, scanned in grayscale with 50 microns size, 110 MRI images including of T1-Wighted, T2-Wighted, and Proton Density (PD) images with 1-mm slice thickness, 3% noise and 20% intensity non-uniformity (INU) as well as 60 lung cancer images acquired using the 3D CT scanner, GE Medical System LightSpeed QX/i helical, yielding 16-bit slices taken from various medical databases. By applying the Discrete Wavelet Transform (DWT) on the input images and constructing the approximate coefficients of scaling components, the different parts of image were classified. In next step using k-means algorithm, the appropriate threshold was selected and finally the suspicious cancerous mass was separated by implementation image processing techniques.

Results
By implementing the proposed algorithm, acceptable levels of accuracy 92.06%, sensitivity 89.42%, and specificity 93.54% were resulted for separating the target area from the rest of image. The Kappa coefficient was approximately 0.82 which illustrate suitable reliability for system performance. The correlation coefficient of physician’s early detection with our system was highly significant (p<0.05).

Conclusion
The precise positioning of the cancerous tumor enables the radiologists to determine the progress level of the disease. The low Positive Predictive Value (PPV) and high Negative Predictive Value (NPV) of the system is a warranty of the system and both clinical specialist and patients can trust the software and output.
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1. Introduction

Medical images are the perfect tools for viewing tissue problems. However, these images involve problems such as complex shape structures, weakness details, non-homogeneous in brightness, and poor contrast. Breast cancer, lung cancer, and brain tumors are most common causes of deaths among humans in the world. Breast cancer is currently the most common malignant cancer among women [1]. One in every 7 women loses her life due to this disease [2]. Though limited activities have been performed in terms of cancer registration, but breast cancer remains the most common cancer among Iranian women. This cancer is usually diagnosed through surgical biopsy that has the highest accuracy among the existing methods. However, the invasive procedure is both time-consuming and costly. Photographic techniques are proper instruments with high accuracy in detection of this disease. Mammography is one of these techniques that assists radiologists and doctors in the observation and diagnosis of breast cancer. In mammographic photos, due to the complexities of the breast tissues and the resemblance between cancerous tissues and natural ones, even a radiologist or a specialist might offer different explanations as to the cancerous tumors and their precise location [3]. Moreover, in mammography, 30% of breast cancer case is not correctly diagnosed because the exact location of the cancerous tumor is not properly detected [4].

Lung cancer is the uncontrolled growth of abnormal cells in the lung. This cancer is known as one of the most difficult cancers to cure and number of deaths that it causes is generally increasing. A detection of lung cancer in its early stage can be helpful for medical treatment to limit the danger. However, recent studies also indicated that among 20-60% of abnormalities by screening CT scans most of them are not lung cancer [5-6]. Therefore, development of a reliable, noninvasive, and cost-effective confirmatory test would reduce the over-diagnosis and facilitate the implementation of screening CT scan procedure in the near future [6]. This makes lung cancer the second most prevalent type of cancer to be diagnosed in both men and women, and the leading cancer-related cause of death in both sexes. Lung cancers will account for approximately 13% of new cancer diagnoses in 2006 [7]. It is the leading cause of cancer deaths in North America and results in more deaths than breast, prostate, and colon cancer combined [8].

According to a statistical report published by the Central Brain Tumor Registry of the United States (CBTRUS), the total number of new cases of primary brain tumors for all 50 states and the District of Columbia in United States in 2012 is estimated to be 66,290 with 24,300 being malignant and 41,980 being nonmalignant [9]. The brain tumor is usually diagnosed through surgical biopsy that has the highest accuracy among the existing methods, with the difference that in this way, the invasive procedure is both time-consuming and costly [10]. The cells of the brain arteries are intertwined, so the laboratory tests that are used for chemical analysis of brain tissue usually have not high accuracy [11]. One such modality that has had a great deal of attention from those researching image segmentation methods is MRI [12]. MRI and other medical images contain complicated anatomical structures that require precise and most accurate segmentation for clinical diagnosis [13]. However, MR segmentation methods have been successful on normal tissues [14], but have failed in some cases. Therefore, the necessity of an intelligent system with high precision in the detection of tumor location is felt in medical images.

There is an extensive literature on the development and evaluation of computer aided diagnosis (CAD) systems in mammography, lung cancer, and tumor detection as the one reviewed in [15]. Khuzi et al. using the region of image (ROI) method, contrast analysis, the homogeneity of pixels, and the effect of brightness, extracted texture features [16]. Based on the image processing technique and
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employment of discrete wavelet transform (DWT), the cancerous tumor from mammographic images was isolated by Garge et al. [17]. In many cases, global thresholding has been used to segment the breast region from the background as proposed in [18]. For evaluating the presence or absence of tumoral masses, many researches have used combination models [19]. The effectiveness of the algorithm increasing the sensitivity of breast cancer diagnosis was further investigated by Patel et al. [20]. Automatic lung segmentation for accurate quantitation of CT images is offered by Hu et al. as a powerful method in segmentation of lung masses in CT images [21]. Sometimes, by applying unique techniques such as histogram equalization and thresholding, perfect image brightness and segmented background and foreground image in lung imaging and CAD system can be provided [22]. The histogram equalization modifies the intensity levels and make them almost equal that makes the number of pixels per each intensity level the same. Thresholding is primarily concerned with selecting an appropriate threshold according to image histogram. Computational intelligence has been used to segment an image such as a CT-scan display into its constituent parts and allow automated estimations of tissue volumes [23]. We do not have any efficient algorithm in lung imaging, because the masses are very small and thus the segmentation process has different problems. Several techniques have been proposed for the isolation of MR images that primarily deal with their evaluation and assessment and soft computing [24]. Jayadevappa and et al. formed a hybrid model based on watershed separation technique and vector gradient which showed brain tumors in MR images and CT [25]. In their method, the images were first de-noised and the initial separation of the tumor was performed using the watershed. Narayanan and Karunakar using the geometric properties of tumors began to reconstruct three-dimensional (3D) brain lesions [26]. However, in most of these methods, such as optimization and clustering, time has not been included as a factor and identification of tumor occurs slowly. In other methods including 3D reconstruction, curvelet, conditional random field (CRF), or edge detection, there is the problem of imprecision in extraction of cancerous tumor.

2. Materials and Methods

The proposed algorithm has been implemented on a series of medical images. Among these images, 120 mammogram images taken from Digital Database for Screening Mammography (DDSM) (80 healthy and 40 with tumors), 110 MR images of brain tumors (70 healthy and 40 with tumors), and 60 lung cancer images (36 healthy and 24 with suspicious masses) were used [38]. The main parts of algorithms coded in the MATLAB Version 7.13 and were executed successfully on the low cost PCs to denoising images from noises and extract detailed coefficients and approximate coefficients respectively. Based on various reasons including sensitivity analysis, testing and training data were divided into two categories that 70% of them were training data and 30% of them were used as testing data. Thus, in 290 selected medical images including 186 images with healthy tissue and 104 images with pathologic tissue, 203 images (including 130 images with healthy tissue and 72 images with pathologic tissue) were used for training data and the rest of them were implemented for testing data. The steps of proposed algorithm are shown as a schematic chart (Figure 1).

2.1. Pre-processing step

Medical images have so prominent information about masses especially when the mass is not centralized in canter tissue. Denoising is used as a pre-processing step in many image processing and analysis tasks such as registration or segmentation to reduce the random noise arising from the acquisition process [27].
Images from various modalities need to be denoised as a pre-processing step for many planning, navigation, detection, data-fusion, and visualization tasks in medical applications and CT slices are often corrupted by noise during acquisition or transmission [28]. Radiologists need an image without any noise to recognize the place and position of the masses. Median filter is a non-linear filter that is used to eliminate impulse noises. Salt-and-pepper noise appears when there is an inappropriate function of glasses sensor cells, memory cells errors, and synchronized errors while digitizing or data transition. The main work of this filter is using neighbor pixels of the aimed pixel and while a mask pads all pixels. While a pixel is processed, all neighbor pixels are organized based on intensity of pixels ascend, then intensity of median element of organized numbers is selected as a new pixel. Wiener filter is used to remove the blurring and noise in images which are faced with high level of obscurity [27,28].

2.2. Discrete Wavelet Transform

Wavelet transform is defined both for discrete Fourier transform and continuous transform. Having numerous applications, these transforms, occur in one-dimensional and two-dimensional spaces. In the two-dimensional discrete wavelet transform, an image is treated as a matrix, each row or column is considered as a signal that its amplitude is the brightness of pixels in that certain row or column. With the application of one-dimensional discrete wavelet to each row, and fixation of columns, parallel signals are achieved. Then, assuming the constancy of rows, this procedure is applied to all columns again and as a result, the rows with a rate of 2 are sampled [29]. With the break of two-dimensional discrete wavelet transform into four components of approximate coefficients at j level, it can be inferred that the approximation is transformed into j+1 level and three other levels, i.e., horizontal, vertical, and diagonal levels. To obtain the two-dimensional discrete wavelet transform, we first need to build the wavelet series expansion function and the scaling function [30].

The two-dimensional discrete wavelet transform in four directions for MR image is shown in Figure 2. In this figure, on the top row there are images including a mammogram, MR brain tumor, and a lung cancer CT image in which locating the cancerous tumor is difficult. In the same figure on the bottom row, the image calculated using only S1 component coefficients has been displayed for 3 types of medical image and implementation of DWT (Figure 3).

K-means is one of the simplest unsupervised learning algorithms and the procedure follows a simple and easy way to classify a given dataset through a certain number of clusters (assume K clusters) fixed as a priori [33]. We have made an attempt to display the performance of existing K-means approach by varying various values of certain parameters. The K-means algorithm is an iterative algorithm that is used to partition an image into K clusters. In statistical computation and machine learning, k-means clustering is a technique of cluster analysis which aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean. Among clustering methods used in segmentation of various parts of the image, the mean-based clustering or K-means was utilized.
The objective function was to obtain the minimum distance between the classes, or basically between the image pixels. In fact the aim of the K-means clustering is to segment the area of the input pattern vectors into K clusters. If input patterns is included of a set of N vectors \( \{ \tilde{x}_1, \tilde{x}_2, ..., \tilde{x}_N \} \) and the Euclidian distance is used as a measure of similarity, then we can formulate K-means clustering as that of finding K cluster centers, \( \tilde{c}_1, \tilde{c}_2, ..., \tilde{c}_K \), that minimize the total square-error E [34]:

\[
E(\tilde{c}_1, \tilde{c}_2, ..., \tilde{c}_K) = \sum_{k=1}^{K} \left\{ \frac{1}{N} \sum_{i=1}^{N} m_k \| \tilde{x}_i - \tilde{c}_k \|^2 \right\}
\] (1)

In which \( m_k = 1 \) if \( \tilde{x}_i \) belongs to cluster k, and \( m_k = 0 \) otherwise. The notation \( \| \| \) denotes norm of term. When the training patterns are generated from probability density \( p(\tilde{x}) \) defined on an input space \( S \), the cost function of the K-means algorithm is transformed into:

\[
E(\tilde{c}_1, \tilde{c}_2, ..., \tilde{c}_K) = \sum_{k=1}^{K} \int_S m(\tilde{x}) \| \tilde{x} - \tilde{c}_k \|^2 p(\tilde{x}) d\tilde{x}
\] (2)

Where \( m(\tilde{x}) = 1 \) if \( \tilde{x} \) belongs to cluster k, and \( m(\tilde{x}) = 0 \) otherwise. For expectation maximization and standard k-means algorithms, the Forgy method of initialization is preferable. The algorithm proceeds by alternating between two steps [35]:

**Assignment step:** each observation is assigned to the cluster whose mean is closest to it.

**Update step:** new means are calculated to be the centroids of the observations in the new clusters.

Classification of image pixels is based on the brightness intensity. The frequency of brightness intensity of images (histogram) has been used to select the appropriate number of secretions. Based on this classification, pixels can divide into a maximum of 255 clusters. Here, based on achieved results from Ray and Salvador, the number of proposed clusters has been 4 to 7 [36,37]. In image segmentation, the choice of K is not critical because the adaptation of the intensity functions allows the same region type to have different intensities in different parts of the image. All of developed criteria have a common goal to find the clustering which results in compact
clusters which are well separated. However, we used Ray and Salvador techniques to determine the optimum number of clusters in proposed k-means clustering in color images segmentation [36,37]. We can measure the distance of intra-cluster which is simply the distance between a point and its cluster center (DBPC) and inter-cluster or the distance between clusters (DBC) according (3) and (4), respectively:

\[ DBPC = \frac{1}{N} \sum_{i=1}^{K} \sum_{x \in C_i} \| x - z_i \|^2 \]  
\[ DBC = \min_{i=1,2,...,K-1} \left( \min_{j=i+1,...,K} \left\{ \| z_i - z_j \|^2 \right\} \right) \]  

Where in (3), N is the number of pixels in the image, K is the number of clusters, and \( z_i \) is the cluster center of cluster \( C_i \) and in (4) \( z_j \) is other cluster that is compared with \( z_i \). We obviously want to minimize (3) and take the minimum of (4) value. Finally, we define the ratio as Validity = DBPC/DBC in which the goal is to minimize the intra-cluster distance and consequently minimize the Validity measure and also maximize the inter-cluster distance measure (because this term is denominator). Therefore, the clustering which gives a minimum value for the validity measure tells us what the ideal value of K is in the k-means procedure. In many images K = 5 is the best choice due to results reported from color space (red, green, and blue). Thus, classification of image by K-means algorithm can help to select proper threshold and not the brightness intensity acquired from clustering level of tumor detection in input image of frames.

Implementation of DWT due to selecting appropriate K number for tumor detection in various medical images and K-means clustering is an efficient technique to ridge the boundary of different parts in medical images. In Figure 4, the steps of implementation of K-means clustering is shown for K equal 3 which intensity of MR image of brain tumor was parted to 6 regions. The position of tumor in Figure 2 was detected. However, to increase the accuracy and sensitivity of algorithm, using K-means clustering method, pixels in image were reconstructed to separate from others. The K-means algorithm has been shown in Figure 5, which comparing with Figure 2, the positions of tumors is detected with high accuracy.

\[ \text{Validity} = \frac{\text{DBPC}}{\text{DBC}} \]

2.4. Thresholding, Margin Removal and Image Combination

The brightness intensity of a gray-scale image can only vary between [0-255]. This is a very useful feature. Partial separation of an image through selecting appropriate threshold is based on dividing the image into background and foreground classes. One of the effective methods in image processing, which is often used to separate the background from image, is thresholding method which is based on selecting an appropriate threshold from image histogram. The more careful is this selection, the more accurate will be the accuracy of separating image background from its main framework. In image processing, mainly symmetrical thresholding method is used.

![Figure 4. Applying the K-means clustering for MR image containing tumor.](image-url)
Image histogram will be split in half at $t_0$. Then, as to brightness intensity of $t < t_0$, $t > t_0$ average value will be calculated and we will be able to witness the greater average (either on left or right side). Thus, by changing the value of $t_0$ within certain brightness intensity, the means become equal, or at least, the difference between these two means becomes smaller than a minimal number. However, if partial separation of image is conducted according to brightness intensity, the threshold value or boundary is considered as the basic brightness intensity in division. That is, brightness intensities greater than threshold value will be equal to 1 and brightness intensities less than that will be equal to 0. Thus, we will have a binary image consisting of zero and one elements. This method is known as Otsu technique. Otsu shows that minimizing the intra-class variance is the same as maximizing inter-class variance:

$$\sigma_s^2(t) = W_1(t)W_2(t)[\mu_1(t) - \mu_2(t)]^2$$

Which is expressed in terms of class probabilities $W_i$ and class means $\mu_i$. In Table 1, the structural and procedure conditions of proposed thersolding are shown.

The histogram of three types of medical images has been displayed (Figure 6). To delete the extra elements that are associated with the threshold process, we use an area with a [0-1] range for edge detection. That is, if after the processing of an edge pixel, the number of its neighboring pixels is less than a base value, the brightness intensity of the targeted pixel will be transformed into zero; otherwise, it will maintain its previous value. Using the separation of the pixels surrounding the targeted tumor which is obtained during the edge detection stage of the binary image, the matrix of pixels around the edge is formed. In fact, the pixel selected as the periphery pixel or environmental pixel needs to be both non-zero and connected only to one pixel with zero value.

![Figure 5. Implementation of K-means algorithm to determine the exact position of tumors in various medical images.](image)

Table 1. The proposed thersolding

```
Begin

Compute histogram and probabilities of each intensity level
Initialize $W_i = 0$, $\mu_i = 0$.
Step through all possible thresholds $t=1$…
maximum intensity.

1. Update $W_i$ and $\mu_i$
2. Compute $\sigma_s^2(t)$

Desired threshold corresponds to the maximum $\sigma_s^2(t)$

Compute two maximum $\sigma_s^2(t)(\text{greater max})$
and $\sigma_s^2(t)$ (the greater or equal maximum).

Desired Threshold$=(\text{Thr}_1 + \text{Thr}_2)/2$

End
```

Considering an appropriate threshold in [0-1] range and with combination of the image resulted from the K-means step and matrix of pixels around the edge, the precise location of cancerous tumor will be detected as in Figure 7 for three types of medical images.

3. Results
The proposed algorithm has been implemented on a series of medical images. The images taken from DDSM database [38] were in LJPEt format and were scanned in gray-scale with 50 microns size. The resolution of these
MR images obtained from MedPix\textsuperscript{Tm} and Harvard Medical School databases \cite{39,40} including of MRI T1-weighted, T2-weighted and PD (Proton Density) images which 40 images contain tumor or edema and other images only represent normal healthy tissue (white and gray tissue). Images have characteristics as the Modality including T1 and T2, Slice thickness equal 1mm, Noise equal 3\% and INU equal 20\%.

Experts confirmed the existence of tumor or edema in 40 images and in the rest of images, the existence of cancer was substantiated. Images were divided into two types: a) Three sets corresponding to healthy tissues and fluid (WM, GM, and CSF) and b) Two sets corresponding to pathological tissues (tumor and edema).

The lung cancer images were scanned by a Siemens machine, with processed image size as 512×512 and the pixel resolution of 0.59×0.59 mm\textsuperscript{2}. Histologic diagnoses were made for all of the patients by radiologists, and the histologic types were bronchioloalveolar carcinoma, adenocarcinoma, and idiopathic pulmonary fibrosis. Images were acquired using the 3-D CT scanner, GE Medical System LightSpeed QX/i helical, and yielded 16-bit slices of 512×512 pixel arrays. The image values were recorded as Hounsfield Unit (HU) values, representing the densities of different human tissues. All images were converted to the 256×256 dimension. All three categories of images were resized to 256×256 pixels so that the algorithm would generate its output in the specified time period. Except for 7 images, the algorithm was successful in recognition of the mass and desired section in 267 medical images. Of 104 disease images, it did not diagnose properly the disease in 11 images. The F-measure factor is a much more appropriate measure than accuracy for analyzing segmentation outputs. For the unsupervised methods, parameters such as initial values are optimized by exhaustively determining the values which obtained in the best possible F-measure for the training set. However, we kept these parameters fixed for the testing stage. The unbiased F-measure, on the other hand, is given by (10):

\begin{equation}
\text{FMeasure} = \frac{2N_{TP}}{2N_{TP} + N_{FP} + N_{FN}}. \tag{10}
\end{equation}

We used overlap procedure to evaluate the performance of the system and the output of it that based on the output of algorithm compared with the ground truth images which are identified by physicians.

In these equations, \(N_{TP}\) is the number of images containing the tumor tissues that has been detected by algorithm and \(N_{FN}\) is the number of images containing the tumor tissues which algorithm has not been successful in their detection. Also \(N_{TN}\) is the number of images that does not contain the tumor tissues and algorithm has not identified them and finally \(N_{FP}\) is the number of frames that does not contain the tumor tissues but the algorithm has misidentified them. After calculating of these parameters, 89.42\% sensitivity, 93.54\% specificity, and 92.06\% accuracy were achieved. Kappa coefficient shows the reliability of the system performance which is introduced in (9).

\begin{equation}
\text{Kappa} = \frac{2(N_{TP}N_{TN} + N_{FN}N_{FP})}{(N_{TP} + N_{FN})(N_{TN} + N_{FP}) + (N_{TN} + N_{FP})(N_{TP} + N_{FN})}. \tag{9}
\end{equation}

The results indicate Kappa equal to 0.8241 which is suitable for system performance. The coefficients of three factors have been calculated for each image and shown in Table 2.

\begin{equation}
\text{Senestivity} = \frac{N_{TP}}{N_{TP} + N_{FP}}. \tag{6}
\end{equation}

\begin{equation}
\text{Specificity} = \frac{N_{TN}}{N_{TN} + N_{FP}}. \tag{7}
\end{equation}

\begin{equation}
\text{Accuracy} = \frac{N_{TP} + N_{TN}}{N_{TP} + N_{FN} + N_{TN} + N_{FP}}. \tag{8}
\end{equation}
Table 2. Implementation of the system and the results of the evaluation.

<table>
<thead>
<tr>
<th>Databases</th>
<th>No. Images</th>
<th>Tumor N</th>
<th>Tissue N</th>
<th>F-Measure</th>
<th>Accuracy</th>
<th>$A_z$</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mammograms</td>
<td>Normal</td>
<td>80</td>
<td>-</td>
<td>76</td>
<td>4</td>
<td>0.9268</td>
<td>0.9500</td>
</tr>
<tr>
<td></td>
<td>Abnormal</td>
<td>40</td>
<td>38</td>
<td>2</td>
<td>-</td>
<td>0.9024</td>
<td>0.9357</td>
</tr>
<tr>
<td>Brain</td>
<td>Normal</td>
<td>70</td>
<td>-</td>
<td>65</td>
<td>5</td>
<td>0.8000</td>
<td>0.8500</td>
</tr>
<tr>
<td></td>
<td>Abnormal</td>
<td>40</td>
<td>37</td>
<td>3</td>
<td>-</td>
<td>0.8000</td>
<td>0.8500</td>
</tr>
<tr>
<td>Lung Cancer</td>
<td>Normal</td>
<td>36</td>
<td>-</td>
<td>33</td>
<td>3</td>
<td>0.8000</td>
<td>0.8500</td>
</tr>
<tr>
<td></td>
<td>Abnormal</td>
<td>24</td>
<td>18</td>
<td>6</td>
<td>-</td>
<td>0.8000</td>
<td>0.8500</td>
</tr>
<tr>
<td>Total A and N</td>
<td>290</td>
<td>93</td>
<td>11</td>
<td>174</td>
<td>12</td>
<td>0.9029</td>
<td>0.9206</td>
</tr>
</tbody>
</table>

The pixels of output in each image were obtained by counting and the similarity of cancerous was calculated based on (11):

$$OvL = \frac{2|A \cap B|}{|A| + |B|}$$

(11)

In this equation the OvL is similarity factor, A is the number of cancerous pixels of ground truth, B is the number of our output and notation $| |$ is size of the target sets. We can decide that the obtained cancerous mass is classified as true positive class without any sign of mass and true negative case with sign of mass by choosing an appropriate threshold in similarity factor (SF) equal 0.8 in output of this equation. If the image did not have any sign of mass or illness and SF<0.8, then output was classified as false positive and if it had sign of illness and SF>0.8, then the output was classified in false negative case. Software is also capable of displaying 3D images. 3D display of medical images makes it possible that the physician find suspected cancer comfort zone and also, he/she can identify the center of mass and its related sectors. As a practical example of displaying 3D images, Figure 8 displays the complete information about the masses. The Receiver Operating Characteristics (ROC) diagram is a two-dimensional curve in which the x-axis displays the variation rate of the positive change and the y-axis displays the sensitivity or true positive rate of change. Moreover, we calculated $A_z$ factor which is the area under the ROC curve. ROC curves in the left side of Figure 9 show performance of three-detect cancerous tumors.

In the right side of Figure 9, the average performance of final system is shown. The area under the ROC curve shows a good performance in the parameters that is determined between the two groups (healthy and with tumor).

Figure 8. Displaying three-dimensional medical images to identify the relevant parts of the tumor.
Figure 9. ROC curves in the left side of figure show performance of algorithms and in the right side of figure, the average performance of the final system is shown. The number of random images is 50.

4. Discussion

The proposed method has an adequate accuracy, but in the cost of poor Kappa coefficient. In Table 3, a comparison with some valid methods is represented. It should be noted that the proposed method is a new technique and a comparison has been made between the performance of this system and other methods used for detection of the cancerous masses. Different methods use various databases. The proposed method in this paper, however, has been applied to a larger database. At first, it should be noted that the use of a single technique such as only discrete wavelet transform or only K-means clustering would decrease the sensitivity and specificity in contrast with other techniques. Thus, the occurrence of error is normal. Using multiple techniques, which simultaneously identify the cancerous masses of the medical images, increases the accuracy, sensitivity, and specificity of this system more than the other techniques. According to the changes in light, intensity level does not affect boundaries and K changes as well as the maximum value of 9 in images (Kmax=9), so by adding to this amount, sensitivity and specificity would not be affected. However, in a research, authors showed that the K-means algorithm is very sensitive to the choice of cluster centers [41]. For example, Su et al. emphasized that the initial center affects the clustering results, but the majority of the ten trials have the same clustering results. In some cases, authors considered estimating of the number of classes as a part of their segmentation algorithms [42,43] and as result choosing the wrong number of classes could be disastrous in image segmentation. However, our adaptive algorithm was quite robust to the choice of K. This is because the characteristic levels of each class adapt to the local characteristics of the image, and thus regions of entirely different intensities can belong to the same class, as long as they are separated in space. We can understand this result from Figure 10 that classification procedure is shown for different Ks.

Our system is compared with two cancer breast detection techniques [19,20], two lung cancer detection systems [22,23], and two brain tumor methods [24,25]. The performance of Maitra method is suitable, but output is relatively high access time. Patel method (Adaptive K-means) has low accuracy, but in lung cancer detection, the performance is better. In brain tumor algorithm (Jayadevappa), accuracy is high, but the time elapsed is very long.

Figure 10: the poor effect of K in clustering (a) original image, (b) K=5 and OVL= 0.9332, (c) K=8 and OVL= 0.9763, (d) K=10 and OVL= 0.9434, and (e) K=18 and OVL= 0.8715.
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Table 2. Comparison algorithm with some valid methods.

<table>
<thead>
<tr>
<th>The Technique</th>
<th>Accuracy Ratio</th>
<th>Kappa</th>
<th>Time(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maitra [19]</td>
<td>92.32%</td>
<td>~0.8</td>
<td>~3.5</td>
</tr>
<tr>
<td>Patel [20]</td>
<td>84.00%</td>
<td>~0.75</td>
<td>~1.5</td>
</tr>
<tr>
<td>Sharma [22]</td>
<td>90.00%</td>
<td>~0.8</td>
<td>Unknown</td>
</tr>
<tr>
<td>Altarwneh [23]</td>
<td>92.86%</td>
<td>~0.78</td>
<td>Unknown</td>
</tr>
<tr>
<td>Logeswari [24]</td>
<td>&gt;90.00%</td>
<td>&gt;0.8</td>
<td>~3.5</td>
</tr>
<tr>
<td>Jayadevappa [25]</td>
<td>&gt;96.00%</td>
<td>&gt;0.8</td>
<td>28</td>
</tr>
<tr>
<td>Our System</td>
<td>92.06%</td>
<td>~0.83</td>
<td>~2.5</td>
</tr>
</tbody>
</table>

![Distribution of The Overlap](image)

Figure 11. The distribution of the overlapping percentage for 3 detection algorithms and the proposed algorithm.

Figure 11 presents the overlapping percentage of the proposed method with what stated by physicians and radiologists, which is approximately 75%, while three detection algorithms have respectively 50% and 57% and 62% overlapping percentage. Such statistical difference is highly significant (p<0.01).

5. Conclusion

Due to the proper performance, high-speed process of the input data, and precise separation of cancerous tumors in medical images, the proposed system in this paper would assist radiologists and specialists. Two hundred and ninety medical images were taken from various databases with the optimum 92.06% accuracy and 89.42% sensitivity separation of breast cancer tumors. Finally, the proposed algorithm was implemented on a couple of sample images. The results can be seen in Figure 7. Compared with the similar methods such as edge detection separation, morphological methods, and separating algorithm, this method is superior in terms of speed and accuracy and does not suffer their defects including the partial deletion of the original image data and reduced quality. The employment of this system in device used for observing breast cancer, such as mammography, MRI, and CT-scan increases the accuracy and minimizes human errors. The low Positive Predictive Value (PPV) and high Negative Predictive Value (NPV) of the system (the reliability coefficients for clinical specialist and the patient, respectively) is a warranty of the system and both clinical specialist and patients can trust its software and output.
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