
 

 

 

 

 

 
  
 

  

Iranian Journal of Medical Physics 
 

ijmp.mums.ac.ir 

Predicting Mammographic Breast Density Assessment Using 

Artificial Neural Networks 

Soumaya Boujemaa1, Youssef Bouzekraoui2*, Farida Bentayeb2 

 

1. Department of Physics, LPHE, Modeling and Simulations, Faculty of Science, Mohammed V University, Rabat, Morocco 

2. Hassan First University of Settat, High Institute of Health Sciences, Laboratory of Sciences and Health Technologies, Settat, Morocco 

 

 

A R T I C L E  I N F O  A B S T R A C T 

Article type: 
Original Paper 

  

Introduction: Mammographic density is a significant risk factor for breast cancer. Classification of 
mammographic density based on Breast Imaging Reporting and Data System (BI-RADS) is usually used to 
describe breast density categories but the visual assessment can have some restrictions in a routine check in 
the screening mammography centers. The object of this study was to investigate the effectiveness of artificial 
neural networks in predicting breast density, based on the clinical patient dataset in a University hospital. 
Material and Methods: In this study, mammographic breast density was assessed for 219 women who 
underwent digital mammography screening using Volpara software. A model based on the Multi-Layer 
Perceptron Neural Network was trained to predict patient density by identifying the (dense vs. non-dense) 
breast density categories. The predictive model applied to the classification was examined by the Receiver 
operating characteristic (ROC) curve. 
Results: The results show that the model predicted the breast density of patients with a classification rate of 
98.2%. In addition, the area under the curve (AUC) was 0.998, signifying a high level of classification 
accuracy. 
Conclusion: The use of artificial neural networks is useful for predicting patients breast density based on 
clinical mammograms.  
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Introduction 
Cancer is the most common form of the disease in 

many countries and one of the leading causes of death. 
Breast cancer remains one of the most common 
cancers in women, and mammograms are a crucial 
part of prevention and detection. Mammography is an 
examination based on different levels of X-ray 
absorption for different breast tissues to detect breast 
diseases [1, 2, 3, 4, 5]. Despite the high sensitivity of 
mammography, higher density can reduce the efficacy 
of mammography screening [6, 7]. Studies have 
shown that higher density grades on mammograms 
increase the risk of developing breast cancer [8, 9, 10], 
and malignant tumors are less visible considering that 
they can be masked by dense tissue. Therefore, the 
classification of the breast density category is 
essential for detecting these lesions in dense 
mammograms. 

Breast Imaging Reporting and Data System (BI-
RADS) of the American College of Radiology reports 
the score of breast density, which assesses how much 
fatty, glandular, and fibrous tissue have in breasts [11, 
12]. It categorizes breast density into four categories:  
Breasts with extremely dense fibroglandular tissue or 
heterogeneously dense breasts are categorized as 

“dense,” while those with scattered fibroglandular 
tissue and largely fatty breasts are considered “non-
dense” (Table1). Generally, radiologists can be 
confused with the two most common classified BI-
RADS categories, “scattered fibroglandular tissue” and 
“heterogeneously dense breast” [13, 14]. 

Nowadays, the application of artificial intelligence 
in medical sciences has a great development 
worldwide, especially in cases of patient diagnosis 
[15]. Access to information about the patient’s 
characteristics through the registration form, and the 
discharge summary contained within the health 
record for each patient provides actionable insights to 
improve diagnosis. By examining records and reports 
using the clinical imaging data system, radiologists can 
evaluate the breast density of patients, see what the 
category of BI-RADS is classified, and information into 
a final diagnosis by computerized tools. 

Many data mining methods are utilized by 
researchers to analyze raw data and extract 
comprehensive information about patients and 
diagnostic strategies to enhance its functionality [16; 
17]. Artificial neural networks (ANN) are an important 
aspect of intelligent learning methods. These 

*Corresponding Author: Tel: +212623609312; Email: youssef0fsr@gmail.com 
 
  
 

https://doi.org/10.22038/ijmp.2023.68587.2202
mailto:youssef0fsr@gmail.com


  Mammographic Breast Density                                                                                                                                                     Soumaya Boujemaa, et al. 
  

9                  Iran J Med Phys, Vol. 21, No. 1, January 2024 

computational algorithms resemble the architecture 
of biological neurons and can solve complex problems. 
They are used for approximation and classification in 
various fields, especially in medical cases. A neural 
network is a data modeling tool that uses a nonlinear 
process, with inputs, outputs, and one or two hidden 
layers. The training algorithm adjusts the weights 
assigned to the connections between neurons in each 
layer to minimize errors and provide accurate 
predictions [18; 19]. 

The application of artificial intelligence in breast 
imaging is highly developed in various studies 
through in the identification, segmentation, and 
classification of lesions, breast density assessment, 
and breast cancer risk assessment [20; 21]. In this 
study, the ANN were developed to process a database 
corresponding to patients who underwent 
mammography examinations. Five variables were set 
as input variables, whereas results (dense vs. non-
dense) were defined as classification variables.  

The aim of this study was to examine whether an 
MLP neural network can help to predict patients' 
mammographic density resultants (dense vs. non-
dense), by analyzing data obtained from automated 
Volpara software which estimates breast density 
based on the volume using the raw digital 
mammogram images.  

 

Materials and Methods 
Dataset 

In the present work, patient data included 
information from 219 women's examinations where the 
raw data of the mammograms contain standard 
mammographic views (left and right breast in 
craniocaudal (CC) and mediolateral–oblique (MLO) 
view) performed using Siemens inspiration full-field 
digital mammography equipment in a Moroccan 
university hospital. 

Breast density was estimated based on patient data 
using Volpara software (v1.5.2.1, Volpara Health 
Technologies, Wellington, New Zealand) on 
unprocessed DICOM images. The output of software 
tools are measurements of total breast volume, dense 
fibroglandular volume, breast tissue, percent volumetric 
breast density (VBD), the breast contact area between 
the breast and compression paddle, and glandularity for 
each image.  

The Volpara Density software algorithm determines 
the attenuation of X-ray radiation between the image 
detector and the X-ray source based on the pixel signals 
of the mammography image. The pixel signal from pure 
adipose tissue is used as a reference and all other pixels 
are compared to this reference to calculate the thickness 
of adipose tissue and fibroglandular tissue. When 
calculating image size, the fat volume and 

fibroglandular volume (FGV) in the entire breast are 
summed and their ratio is given as VBD (%). 

The Volpara Density Grade (VDG) automated 
density scale is used to compare breast density and 
obtain the BI-RADS breast composition classification. 
The VDG is the threshold for VBD at various levels. 
VBD of less than 4.7% is in VDG 1, 4.7–7.9% is in 
VDG 2, 7.9%–15.5% is in VDG 3, and more than 15.5% 
is in VDG 4 [22; 23]. BI-RADS categories 1 and 2 are 
considered “non-dense” breasts and 3 and 4 are “dense” 
breasts corresponding to ACR BI-RADS (Table1). 
 
Table1. Distribution of tissue density according to ACR BI-RADS 
category 
 
BI-RADS 
category 

Density (%) Breast density 

І 0-25 
Almost all fatty tissue (easiest to 
see anomalies or tumors) 

II 26-50 
Scattered areas of dense (fibrous 
and glandular) tissue, but mostly 
fatty tissue 

III 51-75 Mix of dense and fatty tissue 

IV 76-100 
Mostly dense tissue (hardest to see 
tumors) 

 
The patient's ages ranged from 29 and 103 years, 

with a mean age of 51.8. The typical age group was 50-
59 years (38.4 %) followed by 40-49 years (31.5%) 
(table2).  

The proportion of dense breasts was 48.9%, while the 
non-dense breasts was 51.1% according to Volpara 
software using the BI-RADS categories. VDG 3 was the 
most common (33.8%) sample, followed by VDG 2 
(29.7%). In the under 40 age group, VDG 4 was most 
common (39.1%) followed by VDG 3 (34.8%) (Table 1).  

The VBD values computed by Volpara ranged from 
3.7% to 30.3% (mean=9.2%). It was inversely related to 
age; Pearson correlation test reported a moderate 
correlation: r=-0.404 (P< .001).  

The independent variables based on breast density 
measurements in this study were breast volume (BV), 
fibrogandular volume (FGV), compressed breast 
thickness (CBT), and contact area. The BV averaged 
850.6 cm3, with a minimum volume of 141.4 cm3 and a 
maximum volume of 2200.5 cm3. Thus, the FGV 
averaged 65.2 cm3, with a minimum volume of 20.5 cm3 
and a maximum volume of 214.4 cm3. Therefore, the 
contact area ranged from 4373.5 to 23661.1 mm2 
(mean=10369 mm2), and the CBT ranged from 23 to 
80.5mm (mean=52.9). There was a strong linear 
correlation between BV and contact area: 
r=0.823 (P< .001), and between BV and CBT: r=0.730 
(P< .001). However, a moderate correlation between 
VBD and contact area: r=-0.527 (P< .001). 
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Table 2. Distribution of Volumetric density grade (VDG) according to age groups 
 

Age VDG 1 VDG 2 VDG 3 VDG 4 Total  

 N (%) N (%) N (%) N (%) N (%) 

<40 3 13.0 3 13.0 8 34.8 9 39.1 23 10.5 

40-49 5 7.2 14 20.3 30 43.5 20 29.0 69 31.5 

50-59 24 28.6 32 38.1 21 25.0 7 8.3 84 38.4 

60-69 8 25.8 10 32.3 11 35.5 2 6,5 31 14.2 

>70 2 16.7 6 50.0 4 33.3 0 0.0 12 5.5 

Total (all patients& all ages) 42 19.2 65 29.7 74 33.8  38 17.3  219 100 

 

 
 
Figure 1. Multilayer Perceptron Neural Network architecture 

 

ANN model 
In this study, the prediction of breast density method 

was developed based on Multi-Layer Perceptron (MLP) 
Neural Networks trained with the back-propagation 
algorithm in IBM SPSS Statistics. 

Supervised learning-based feed-forward neural 
networks are composed of an input layer, one or more 
hidden layers, and an output layer [24; 25]. The inputs 
are normalized between [0, 1] by the following 
equation: 

 Xscaled =
𝑥 − min (𝑥)

max (𝑥) − min (𝑥)
 

 
Where x is the actual data, min(x) and max(x) are 

the minimum and maximum values in the input data 
respectively. Any layer created between the input layer 
and the output layer is referred to as the hidden layer. 
These layers are linked together through weights (Figure 
1). The sigmoid activation function is used on the inputs 
to compute the output. The output of the neural network 

is given by the following equation: 𝑌 = 𝑓(𝑧) =
1

1+𝑒−𝑧  

and 𝑧 = ∑ 𝑥𝑖𝑤𝑖
𝑛
𝑖=1 + 𝑏𝑖 

 
Where xi are the inputs, wi are the weights and bi are 

the biases. 
The network calculation consists of the training 

dataset, which is used to find the optimum weights using 
the back-propagation algorithm, then the testing data, 
which is used to find the errors and validate the 
previously trained model. 

     
The datasets used to construct the ANN model were 

presented in Table 3. The data consisted of randomly 

selected training subsets (74.4 %) and test subsets 
(25.6 %).  
 
Table 3. Processing summary box 
 

 N Percent 

Sample 
Training 163 74.4% 

Testing 56 25.6% 

Valid 219 100.0% 

Excluded 0  

Total 219  

 
The network diagram used by SPSS to predict 

density (dense, non-dense) based on independent 
variables is presented in Figure 2. 

Five independent variables (Age, BV (cm3), FGV 
(cm3), compressed breast thickness (mm), and contact 
area (mm2)) were considered to build the ANN model. 
The automated structure selected five nodes in the 
hidden layer, while the output layer had two nodes to 
classify dense and non-dense categories. The activation 
function was the hyperbolic tangent for the hidden layer, 
whereas the output layer applied the softmax function. 
Cross-entropy was used as an error function for the 
softmax function.                                                                        
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Figure 2. Artificial neural network diagram 
 

Results 
The results of the training and testing samples showed 

that the cross-entropy error for the training sample was 

13.485, demonstrating the model's ability to predict breast 

density. The cross-entropy error was lower for the testing 

sample compared with the training dataset, meaning that 

the network model was not overfitted to the training data. 

The percentage of incorrect predictions formed on 

training and testing samples was 3.1% and 1.8% 

respectively. Additionally, the instruction process was 

executed until one consecutive step without reducing the 

error function obtained in the testing sample. 

The MLP network correctly classified 158 patients out 

of 163 in the training sample and 55 out of 56 in the testing 

sample. As a whole, 96.9% of training cases were properly 

classified. Table 4 presents the classification accuracy for 

the dependent variable breast density. In each case, the 

predicted density is indicated as dense if the predicted 

probability is above 0.5. 

 In the training sample, the sensitivity (true positive 

rate) given by equation 1 got 95.8%, while the specificity 

(or true negative rate) was 100% (equation 2). In addition, 

the precision (false positive) was 100% (equation 3), and 

the accuracy of the model (equation 4) was 98.2%. The 

MLP network model was classified as 0 patients as a false 

positive. This meant that the possibility of predicting a 

dense breast for a patient moving to a non-dense breast was 

minimal. 

 True positive (TP)= 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 100% (1) 

 True negative (TN)= 
𝑇𝑁

𝑇𝑁+𝐹𝑃
 100% (2) 

 False positive (FP)=
𝑇𝑃

𝑇𝑃+𝐹𝑃
 100 % (3) 

 False negative (FN)= 
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝐹𝑃+𝑇𝑃+𝐹𝑁
 100% (4) 

 

Different ANN structures with three layers and 

different number of neurons in the hidden layer were 

evaluated to select the best ANN model for predicting 

breast density. Input nodes and hidden nodes are shown in 

Table 5 to categorize dense and non-dense categories. The 

best model that predicted breast density for patients with a 

classification rate of 98.2% was constructed using five 

input nodes, 5 hidden nodes, and two output nodes.  

For the dependent variable breast density, the graph 

presents box diagrams that categorize the predicted pseudo-

probability dataset (Figure 3) [16]. For each box plot, 

values greater than 0.5 indicate correct predictions. From 

the left, the first box plot describes the predicted probability 

that the observed dense breast patients were in the dense 

breast category. The second box plot shows, the probability 

for a patient to be classified in the dense category, although 

it really was in the non-dense category. The third box plot 

shows patient density that has observed category non-

dense, the predicted probability of category dense. The 

right box plot shows, the probability of a patient who has 

non-dense breasts being classified in the non-dense 

category. 
 

Table 4. Accuracy of classification of training and testing sets 
 

Sample Observed 
Predicted 

dense non-dense Percent Correct 

Training 

dense 77 3 96.3% 

non-dense 2 81 97.6% 

Overall Percent 48.5% 51.5% 96.9% 

Testing 

dense 32 0 100.0% 

non-dense 1 23 95.8% 

Overall Percent 58.9% 41.1% 98.2% 
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Table 5. Various structure characteristics of the ANN model 
 

Hidden layer nodes Accuracy (%) AUC 

1 5 98.2 0.998 

1 4 97 0.993 

1 3 93.4 0.993 

1 2 95.1 0.995 

1 7 96.1 0.999 

2 4-3 95.5 0.991 

2 4-3 93.5 0.993 

 

 
Figure 3. Predicted by observed graph 

 

 
Figure 4. Receiver Operator Characteristic (ROC) curve 

 

The model was evaluated according to the area under 

the ROC curve (AUC) to measure the predictive accuracy 

of the classification model. The ROC curve shows the 

relation between the true positive rate and false positive 

rate, based on the composite training and testing samples 

when varying the classification threshold (Figure 4). The 

model indicates a 0.998 probability that randomly selected 

patients from the dense category will have a higher model-

predicted pseudo-probability of being in the dense category 

than randomly selected patients from the non-dense 

category. 
 

 

All independent variables contribute to classifying 

dense and non-dense categories. Figure 5 presents the 

importance of independent variables in the ANN model. 

The effect of fibroglandular volume (cm3) and the contact 

area (mm2) were very powerful in the way the network 

classifies patients according to breast density. In addition, 

compressed breast thickness was also an important factor 

in the model compared with age and whole breast volume. 

 

 
Figure 5. Independent variable importance graph 

 

Discussion 
Women with dense breasts can have a two- to six-

fold increased risk of breast cancer compared to those 
with fatty breasts [26]. Therefore, it has been proposed 
that be informed to increase the frequency of screening 
and use a supplemental screening method such as 
ultrasound or magnetic resonance imaging in order to 
increase the probability of detecting breast cancer in the 
early stage. Adopting women who are most susceptible 
to benefit from additional or alternative screening 
methods requires the measures of breast density to 
report breast density grade. Therefore, several 
techniques based on mathematical models to compute 
breast density are expanded in order to improve 
objectivity in clinical assessments and to facilitate breast 
cancer research studies [27].  

In this study, we evaluated the distribution of breast 
density in Moroccan women and the relevant related 
characteristics. Using Volpara software, volumetric 
breast density was assessed from digital mammograms. 
Qualitative visual evaluation based on BI-RADS is 
commonly used in clinical practice to report 
mammographic breast density. However, studies 
revealed that this visual evaluation showed varying 
degrees of agreement among radiologists [28; 29]. 
Radiologists may not often be able to reconstruct their 
evaluation due to confusion between “scattered density” 
and “heterogeneously dense”. Therefore, performing 
quantitative breast density measurements using 
automated computerized algorithms in screening centers 
is a requirement to provide an objective and 
reproducible assessment of breast density. To report to 
our country, screening mammography centers are 
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simply dependent on visual evaluation of breast density, 
and there are no automated measurements in clinical 
practice. 

The percentage of dense breasts according to 
Volpara using the BI-RADS in our study was 51%. It 
was denser compared to Sartor et al, who found 43% 
(Sweden) and similar to Gemici et al and Brandt et al 
that showed 52,7% (Turkey) and 51%(USA) 
respectively, and lower dense compared to Tanaka et al 
indicated 85% (Japan) [30;31;32;33]. 

The grade of breast density was significantly 
moderate in the group of women who had aged 50-69 
years; where VDG 4 (%) was 14.8%. We noted that the 
mean values of VBD were 7 % in this age range. 
Furthermore, women with large CBT were associated 
with lower density compared to small breast thickness; 
VDG 4 (%) was 10%, for CBT>60mm, whereas, for 
CBT<40mm, VDG 4 (%) reached 38%. The patients in 
the younger age group exhibited higher density for each 
CBT than those in the older group. The decrease in 
breast density with increased age is due to an increase 
for adipose tissue in the breast, as many authors have 
demonstrated, as well as those with higher CBT [34, 
35]. 

In recent years, several scientists have focused their 
research on assessing and classifying breast density 
using diverse methodologies such as machine and deep 
learning techniques. The studies about feature‑based 
methods included diverse approaches to show promising 
performance results as given by the study performed by 
Sharma et al. [36] where the mammograms were 
classified into two groups of Dense and Fatty using 
selected features and CFS + SMO Classifier and 
revealed an accuracy of 96.46%. Oliver et al. [37] used a 
set of 322 images to classify mammograms into two 
groups of Fatty and Dense using morphological and 
texture features and revealed an accuracy of 91%.  

On the other hand, deep learning structures, as 
presented by Nan Wu et al. [38], investigated a deep 
learning-based approach using CNN to classify “dense” 
and “not dense” categories. In their report, 200000 
images were used. The AUC was 0.832 when trained on 
10% of the original training set. The accuracy of 
classification was 81.1%. Lehman et al [39] 
classified also mammograms into two groups, dense and 
non-dense, and reported an accuracy of 86.88%. They 
employed a deep CNN with 41479 images for training 
and 8677 for testing. In Lizzi et al [40] a residual neural 
network was applied to classify breast density according 
to two classes (fatty and dense) considering 7848 
images. Classification accuracy for the two classes was 
86.3%. In addition, Mohamed et al [41] applied a deep 
learning-based approach using CNN to distinguish BI-
RADS density categories, “scattered density” versus 
“heterogeneously dense”. They reported an AUC of 
92.6% and classification accuracy for the two classes 
was 98.8% from a cohort of 1427 patients with a large 
(22000 images) digital mammogram imaging dataset. In 
the study of Thomaz et al [42], mammograms were 
classified into four breast density classes according to 

BI-RADS. An accuracy of 98.4% was reported by 
extracting features from the fully connected layer of the 
Convolutional Neural Network (CNN) and evaluating 
them using Multilayer Perceptron Neural Network 
(MLP-NN) classifier (Table 4). Seeing that the methods 
used in these studies and in our study are different, we 
cannot compare the results obtained, but we can have an 
idea about the efficiency of the proposed method. 

Finally, the use of MLP neural network model to 
classify breast density (dense vs. non-dense) showed 
good classification performance. However, it is clear 
that the use of other functions is notable as well. 
Therefore, we suggest adopting deep learning models in 
our future work, such as convolutional neural network 
(CNN) algorithms, which are based on using original or 
pre-processed images as inputs for classification with an 
increase in the number of images. 
 
Table 5. Performance of different types of classification models 
 

Studies references 
Types of 
classification model 

Accuracy 
(%) 

Sharma et al [35] CFS + SMO 96.46 

Oliver et al [36] SFS + kNN 91.00 

Wu, N. et al [37] 
Baseline 
CNN 

81.1 
86.5 

Lehman, C.D. et al [38] ResNet-18 86.88 

Lizzi, F.et al [39] CNN 86.3 

Mohamed et al [40] CNN 98.8 

Thomaz et al [41] MLP-NN 98.4 
 

Conclusion 
In this paper, a multilayer perceptron neural network 

was trained by a back-propagation algorithm to predict 
patient breast density in routine mammograms. The 
classification performance in identifying the (dense vs. 
non-dense) breast density categories showed a 
promising accuracy rate of 98.2%. The findings of this 
study will be validated by analyzing a large clinical 
dataset in order to be used effectively as assistance to 
predict patient breast density in breast cancer screening. 
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