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Abstract 
 
Introduction 
Radiotherapy with small fields is used widely in newly developed techniques. Additionally, dose calculation 

accuracy of treatment planning systems in small fields plays a crucial role in treatment outcome. In the 

present study, dose calculation accuracy of two commercial treatment planning systems was evaluated 

against Monte Carlo method. 

Materials and Methods 

Siemens Once or linear accelerator was simulated, using MCNPX Monte Carlo code, according to 

manufacturer’s instructions. Three analytical algorithms for dose calculation including full scatter 

convolution (FSC) in TiGRT, along with convolution and superposition in XiO system were evaluated for a 

small solid liver tumor. This solid tumor with a diameter of 1.8 cm was evaluated in a thorax phantom, and 

calculations were performed for different field sizes (1×1, 2×2, 3×3 and4×4 cm
2
). The results obtained in 

these treatment planning systems were compared with calculations by MC method (regarded as the most 

reliable method). 

Results 
For FSC and convolution algorithm, comparison with MC calculations indicated dose overestimations of up 

to 120%and 25% inside the lung and tumor, respectively in 1×1 cm
2
field size, using an 18 MV photon beam. 

Regarding superposition, a close agreement was seen with MC simulation in all studied field sizes. 

Conclusion 

The obtained results showed that FSC and convolution algorithm significantly overestimated doses of the 

lung and solid tumor; therefore, significant errors could arise in treatment plans of lung region, thus affecting 

the treatment outcomes. Therefore, use of MC-based methods and super position is recommended for lung 

treatments, using small fields and beamlets.  
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1. Introduction
Today, different small-radiation fields and 

beamlets are being utilized in newly developed 

techniques such as image-guided radiation 

therapy and stereotactic body radiation therapy 

for lung cancer treatment. In comparison with 

previously-established methods (e.g., three-

dimensional conformal radiation 

therapy),application of these novel techniques 

has revealed promising results by tailoring the 

required dose distribution, based on the 

geometric spread of cancerous tissues, and 

preserving more healthy vital organs around 

tumors.[1]. 

 Consequently, the importance and role of dose 

calculation algorithms for accurate dose 

estimations and obtaining the desired 

treatment outcomes have been accentuated. 

Dose calculations inside the lung have been 

resolved to some extent with the emergence of 

more complex and sophisticated algorithms in 

current treatment planning systems (TPSs), 

especially with the application of Monte Carlo 

(MC) methods in some commercial dose 

calculation systems [1-4]. On the other hand, 

other algorithms with reliable results have 

been installed in newly developed systems, 

showing high applicability in radiation therapy 

planning calculations.[5-7]. 

Several studies on dose calculation accuracy 

for small fields have shown that use of TPSs, 

along with correction-based methods, may 

provide inaccurate results, compared to MC 

measurements [5-16].On the other hand, recent 

algorithms such as collapsed cone convolution 

and analytical anisotropic algorithm (AAA) 

have presented reliable and accurate results for 

small beamlets, used in lung treatments[17]. 

The results obtained in electronic 

disequilibrium conditions were comparable to 

MC simulations and measurements. However, 

the accuracy of newly developed TPSs should 

be verified for such extreme dose calculations 

before clinical application. 

The main objective of this study was to 

compare the performance of two newly 

installed TPSs, i.e., XiO and TiGRT, with MC 

calculations by MCNPX code. It should be 

noted that TiGRT system has been recently 

employed in Iran, providing three-dimensional 

conformal radiotherapy and intensity-

modulated radiation therapy (IMRT) 

calculations. 

Unfortunately, in the literature, no previous 

study has evaluated the accuracy of this TPS in 

terms of performance, using IMRT beams. In 

the current study, calculations were performed 

on a thorax phantom, consisting of a lung with 

a small solid tumor. Dose variations within the 

lung and tumor on the central axis of the beam 

were calculated by the MC method and three 

introduced algorithms. 

 

 

2. Materials and Methods 
2.1. TiGR TTPS 

TiGRT was designed by Lina Tech 

(Sunnyvale, CA,USA) for dose calculations in 

external photon and electron beams. This 

system is able to support all commercial linear 

accelerators with different multi-leaf 

collimators (MLCs), as well as step-and-shoot 

and dynamic IMRT methods. Moreover, for 

dose calculations inpatients, TiGRT applies X-

ray computed tomography images. Also, this 

system is capable of integrating other imaging 

modalities including magnetic resonance 

imaging, single-photon emission computed 

tomography, positron emission imaging andX-

ray computed tomography for efficient 

treatment planning.( TiGRT user manual).  

According to user’s manual, TiGRT system 

uses an exclusive algorithm, known as full 

scatter convolution (FSC), developed to 

facilitate fast and accurate calculations. This 

algorithm uses basic beam data, collected 

during device commissioning including tissue 

maximum ratio, beam profile, total scatter 

factors and collimator parameters.  

Dose calculation time is under ten seconds per 

beam for conventional and three-dimensional 

conformal techniques. An overall accuracy of 

more than 3% has been reported by the user’s 

manual. According to this manual, FSC 

algorithm separates the absorbed dose D in a 

given point into the primary dose Dp and the 

scatter dose Ds: 
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D=Dp+Ds                                                                        (1)  

The primary dose 𝐷𝑝(𝑟) is calculated based on 

the convolution algorithm, using the following 

formula: 

𝐷𝑝(𝑟) =  ∭ Φ𝑝(𝑟′⃗⃗⃗⃗ ) 𝑘𝑝(𝑟 − 𝑟′⃗⃗⃗⃗ )𝑑𝑉′            (2) 

whereΦ𝑝(𝑟′⃗⃗⃗⃗ )denotes photon fluence at the 

surface of a ray passing through the surface to 

point  𝑟′⃗⃗⃗⃗  and 𝑘𝑝(𝑟 − 𝑟′⃗⃗⃗⃗ )is the electron 

transport kernel, describing the dose 

distribution around the primary interaction site 

of the photon. This shows that the electron 

transport modeling has been taken into account 

by this algorithm, and the electron dose 

deposition kernel can be scaled for in 

homogeneities such as bone, lung and air 

cavities. Finally,𝑑𝑉′is the differential 

calculation volume atpoint 𝑟′⃗⃗⃗⃗ . 

The scatter dose 𝐷𝑠(𝑟′⃗⃗⃗⃗ ) is derived from the 

following convolution equation: 

𝐷𝑠(𝑟)=∭ Φ𝑝(𝑟′⃗⃗⃗⃗ ) 𝑘𝑠(𝑟 − 𝑟′⃗⃗⃗⃗ )𝑑𝑉′                (3) 

In this algorithm, multiple scattering of 

photons is discarded and 𝑘𝑠(𝑟 − 𝑟′⃗⃗⃗⃗ ) is the first 

scatter fluence kernel. This kernel can be 

derived from the electron transport kernel. For 

more detailed explanations, readers can refer 

to the user’s manual of this TPS.  

2.2. XiO TPS 

XiO TPS (Elekta, Stockholm, Sweden) 

employs fast-Fourier transform (FFT) 

convolution and multi-grid superposition 

algorithms. These two algorithms are similar 

as they both perform dose calculations by 

convolving the total energy released in patients 

by MC-generated energy deposition kernels. 

However, the major difference between these 

two algorithms is that FFT convolution does 

not calculate the dose as accurately as multi-

grid superposition in the presence of tissue in 

homogeneities. In this study, for simplicity, we 

applied convolution and superposition terms 

instead of FFT convolution and multi-grid 

superposition, respectively. 

Tissue in homogeneities cause considerable 

changes in the shape of energy deposition 

kernels and the resultant dose distribution in 

comparison with predictions in homogenous 

water-like content. Therefore, an important 

factor in accurate dose calculations is to 

account for tissue in homogeneities in newly 

developed algorithms. In both XiO algorithms, 

tissue, which is located along the primary 

radiation ray lines, directly influences dose 

deposition kernels at each point in patients.  

Unlike FFT convolution algorithm, in multi-

grid superposition, energy deposition kernels 

are modified to account for variations in 

electron density in different types of tissues. 

The density scaling method is used to distort 

the kernels by determining the average density 

along the straight-line path between the 

interaction site and dose deposition site.  

Convolution and superposition dose 

calculation algorithms used in XiO TPS are 

briefly described here. Dose at point 𝑟is was 

calculated as the sum of total energy released 

per unit mass at point T(𝑟′⃗⃗⃗), multiplied by the 

value of the energy deposition kernel H(𝑟 −

𝑟′⃗⃗⃗⃗ ) that is , originated at point 𝑟′ and evaluated 

at point 𝑟. 
Two equations used for convolution and 

superposition algorithms are as follows: 

(1) 𝐷(𝑟)=∫ T(𝑟′⃗⃗⃗) H(𝑟 − 𝑟′⃗⃗⃗⃗ )𝑑3𝑟′  for FFT 

convolution 

(2) 𝐷(𝑟)=∫ T(𝑟′⃗⃗⃗⃗ )
𝜌(𝑟′)

�̅�
𝐾𝑝 ( �̅�|𝑟 − 𝑟′⃗⃗⃗⃗ |, 𝑟 − 𝑟′⃗⃗⃗⃗ )  𝑑3𝑟′  

for superposition 

In these equations,𝐷(𝑟)denotes the dose at 

thegiven point 𝑟,   𝜌(𝑟′) is the density of 

material at photon interaction point and �̅� is 

the average density along the straight-line path 

between the interaction point and dose 

deposition site. For more detailed explanation 

about the algorithms, reading the user’s 

manual of XiO TPS is recommended. 

2.3. MC simulations 

The head of Siemens oncor impression was 

simulated by MCNPX code (2.4.1)[18]. The 

model consisted of an electron target, primary 

collimator, flattening filter and secondary 

collimators, according to manufacturer’s 

instructions (Figure 1). An MLC (41 pairs)was 

the secondary collimator jaw in X-axis and the 

width of the leafs at the isocenter was 1 cm. 

However, to avoid difficulties related to the 

complexity of inter-leaf leakage and beam 

validation, MLC was not simulated in our 
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model; MLC simulation was performed 

similar to Y-axis secondary collimator jaws.  

 
Figure 1. The schematic geometry of Monte Carlo 

model of Oncor Linac head 

 

For MC dose calculations inside the phantom, 

a phase space (PS) file (about 10 GB) was 

generated by scoring the particles crossing a 

plane just above the secondary collimators for 

the evaluated energies. Then, the PS file was 

used for the second part of depth dose 

calculations. In the second part, the PS file was 

used as a photon source. Only the opening of 

the secondary collimator was changed to 

provide the field sizes for further calculations.   

For model validation, the percentage depth 

doses and beam profiles for 5×5, 10×10 and 

20×20 cm
2
field sizes were calculated by the 

MC model and compared with water phantom 

measurements [11-14]. The primary electron 

energy was set to 6.1 MeV and 18 MeV after 

tuning by comparing the measured and 

calculated percentage depth dose (PDD) 

curves in 10×10 cm
2
field size.  

The comparison of calculated PDDs in the 

water phantom for 5×5 and 10×10 cm
2
field 

sizes is presented in figures 2 and 3. The 

measured PDDs and beam profiles of both 

photon beams, used as the basic beam data for 

TPS installation, were applied for MC model 

validation. It should be noted that the beam 

profile comparison was not demonstrated in 

the present study due to limitations in the 

number of figures.  

 

 
Figure 2. Thorax phantom geometry and the designed 

solid tumor inside the lung: (A) an X-ray computed 

tomography slice,(B) a digitally reconstructed 

radiograph from the thorax phantom  

 

For depth dose calculations in the water and 

inhomogeneous lung phantom, a column of 

scoring cells with a dimension of 2×2×2 mm
3
 

was defined in the central axis of the beam, 

using the lattice command in MCNPX code. 

Dose deposition was scored by *F8 energy 

deposition tally, which scores the deposited 

energy inside the cells in terms of MeV. The 

thorax phantom was modeled geometrically in 

the MC input file, using actual dimensions and 

material properties of the used thorax 

phantom. 

For depth dose calculations inside the lung 

phantom, the calculated values in terms of 

MeV were changed to MeV/g and PDD was 

then calculated. Photon and electron energy 

cut-off points of 0.5 and 0.01 KeV were used 

for MC simulations, respectively. MC runs 

were performed on a desktop computer and 

statistical uncertainty of results was less than 

2% for all MC calculations.  

 

3. Results  
The results of MC modeling for the Linac head 

are presented in figures 3 and 4 for6 and 18 

MV photon beams. In these figures, PDD 

curves for different field sizes (5×5 and 10×10 

Electron beam

Target

Flattening filter

Y jaws

Primary 

collimator

Scoring plane

X jaws

water phantom
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cm
2
) were compared with the measured depth 

doses in the water phantom. The 

measurements obtained from the 

commissioning data were used in the 

department of radiation therapy for dose 

calculations as the basic beam data.  

 
Figure 3. The comparison of relative depth doses calculated by Monte Carlo method and measurements in a 

homogenous water phantom for two field sizes: (A) 5×5 cm
2
and (B) 10×10 cm

2
 for the 6 MV photon beam 

 

 
Figure 4. The comparison of relative depth doses obtained by measurements and Monte Carlo method in a homogenous 

water phantom for two field sizes: (A) 5×5cm
2
and (B) 10×10 cm

2
 for the 18 MV photon beam 

 

The differences between the MC calculated 

and measured depth dose curves were 

evaluated for build-up and descending parts. 

For the build-up region, a difference of up to 

10% was seen due to inaccuracies in ionization 

chamber measurements in this region, as 

reported by previous studies[11-13,19,20]. 

For the descending part of all depth dose 

curves, the discrepancy between MC results 

and the measurements was found to be less 

than 2% for all energies and field sizes. The 

beam profiles at the depth of 10 cm were also 

calculated for different field sizes (from 5×5 

cm
2
 to 20×20 cm

2
to validate our MC model.. 

For profiles, the difference between MC 

calculations and measurement results was less 

than 3% inside the beam. Consequently, our 

MC model was validated by comparing MC 

calculations and measurement results. As these 

findings were not in line with the purpose of 

this study, they were discarded.   

To evaluate the accuracy of TiGRT and XiO 

TPSs for small beamlets (used for the 

treatment of a solid tumor inside the lung), 

depth doses along the central axis of the beam 

were calculated via four methods: MC, FSC, 

convolution and superposition algorithms. The 

results of depth dose calculations along the 

central axis of inhomogeneous lung phantom 

are presented in figures 5 and 6 for 6 and 18 

MV photon beams, respectively.  
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Figure 5:Depth dose comparison among four calculation methods for the 6 MV photon beam in different field sizes: A) 

1x1 cm
2
, B) 2x2 cm

2
, C) 3x3 cm

2
, D) 4x4 cm

2
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Figure 6:Depth dose comparison among four calculation methods for the 18 MV photon beam in different field sizes: 

A) 1×1 cm
2
, B) 2×2 cm

2
, C) 3×3 cm

2
,  D) 4×4 cm

2
 

 

4. Discussion 

As presented in figures 5 and 6, the dose build-

up and build-down regions were pronounced 

in smaller field sizes. The most extreme dose 

reduction in the lung region was reported in 

the field size of 1×1 cm
2
, while in the field 

size of 4×4 cm
2
, dose variations in the lung 

and tumor were not considerable.  

Comparison of different algorithms showed 

that FSC and convolution could predict depth 

doses in a similar pattern in different regions, 

e.g., lung-unit density interfaces and inside the 

lung. Among the evaluated TPSs, XiO 

superposition calculated dose variations, 

similar to MC method and showed a very close 

agreement with MC results in all regions, in 

spite of slight discrepancies in some regions, 

particularly in lung-unit density interfaces.  

For the 18 MV photon beam (Figure 6), the 

effect of electronic disequilibrium became 

more pronounced, since the higher range of 

secondary electrons produced inside the lung 

led to a greater dose reduction inside the lung 
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and increased the observed depth fall-off 

inside the lung, compared to 6 MV photon 

beam. Neither FSC nor the convolution 

algorithm was able to account for the effect of 

secondary electron equilibrium inside the lung 

or lung-unit density interfaces. This is due to 

the fact that these models do not accurately 

consider the secondary electron transport in 

the low-density region. 

Comparison of MC results and superposition 

algorithm showed that both methods could 

account for the electronic disequilibrium 

inside the lung, considering the dose fall-off 

caused by the absence of secondary electrons 

inside the lung and solid tumor; however, the 

discrepancy between these two methods 

cannot be ignored. As it can be seen, the 

superposition algorithm could better estimate 

lower doses for the points inside the lung, 

compared to the MC method. On the other 

hand, the steepness of dose build-up and build-

down curves in these two methods differed 

moderately in both energies. 

The results of FSC and convolution algorithm 

were inconsistent with MC and superposition 

findings in 1×1 cm
2
field size for both energies. 

However, in larger field sizes, the discrepancy 

reduced considerably, while the effect of 

electronic equilibrium was minimized. As the 

comparison of convolution algorithm and FSC 

indicated, they could calculate the depth dose 

in a similar pattern along the central axis, 

regardless of lung and unit density materials.  

However, there were small differences 

between the algorithms in the 1×1 cm
2
 field 

size for both energies. It should be mentioned 

that the tumor dose was also overestimated up 

to 25% by FSC and convolution method in the 

middle of the tumor in all field sizes and 

energies. Additionally, these methods 

overestimated the lung dose up to 120% in the 

field size of 1×1 cm
2
with18 MV energy. The 

extent of overestimation reduced by increasing 

the field size and lowering the energy; it 

reached to 80% and 38% for 2×2 and 4×4 cm
2 

field sizes, respectively. 

In a similar study by Carrasco et al., evaluating 

dose calculation algorithms and their accuracy, 

the dose inside a heterogeneous lung-like 

phantom was measured for small field sizes 

(2×2 and 1×1 cm
2
)[21]. The performance of 

four correction-based algorithms and one 

based on convolution-superposition was 

studied. The correction-based algorithms 

included Batho, modified Batho, and TAR 

implemented in Cadplan TPS (Varian) and 

Helax- TMS Pencil Beam.  

In the mentioned study, the convolution-

superposition algorithm was the collapsed 

cone, implemented in the Helax TMS. Among 

all evaluated methods, only the collapsed cone 

and MC results were in agreement with 

measurements within 2%. The largest 

difference (39%) between the predicted and 

delivered doses in the beam axis was observed 

in the EqTAR algorithm inside the lung-

equivalent material in a 2×2 cm
2
filed size with 

an18 MV X-ray beam. 

Chen et al. compared X-ray voxel-based MC 

(XVMC) calculations and Pencil Beam 

measurements for lung lesions in terms of dose 

distribution in clinically applied non-intensity-

modulated radiotherapy (15-MV plans) for 

stereotactic body radiotherapy[22]. The 

XVMC calculations agreed well with film 

measurements (<1% difference in the lateral 

profile), whereas the deviation between Pencil 

Beam calculations and film measurements was 

up to more than 15%. 

In the mentioned study, the largest differences 

were observed for small lesions 

circumferentially encompassed by the lung 
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tissue. It was concluded that Pencil Beam dose 

calculations overestimate the dose to the tumor 

and underestimate lung volumes for the 15 

MV photon beam. 

Comparisons with MC calculations showed 

that the AAA algorithm provides the best 

simulations of depth dose curves in all 

investigated field sizes [5].However, even this 

algorithm could not accurately predict depth 

dose values in the lung for field sizes of 1×1 

and 2×2 cm
2
. Lung over doses of about 40% 

and 20% were calculated by the AAA 

algorithm close to the interface soft tissue/lung 

for 1×1 and 2×2 cm
2
field sizes, respectively. 

As the results indicated,100%differencemay 

be found between MC results and Batho, the 

modified Batho and equivalent TAR responses 

inside the lung for the 1×1 cm
2
field size; this 

finding was quite similar to the current results 

for this field size. 

It is worth mentioning that dose measurements 

in small fields need to be precisely aligned 

with a small detector; this process can be time-

consuming and susceptible to several errors. 

Additionally, if we consider problems of 

lateral electronic equilibrium and tissue 

inhomogeneity, accurate dose determination 

may not be highly feasible by the 

measurements. However, MC method takes all 

these conditions into account in small-field 

dosimetry by transporting the secondary 

electrons sin side inhomogeneity and 

simulating the electronic disequilibrium in all 

dose calculations.  

With regard to the performance of 

superposition and MC methods, they were 

capable of predicting the dose drop-off in lung 

regions and tumor. Besides, both build-up and 

build-down regions could be accurately 

predicted by the MC method, which provided 

the most reliable results; it should be 

mentioned that measurements for these 

regions, as well as lung-unit density interface, 

were not available in our study.  

On the other hand, there was a slight 

difference between MC calculations and 

superposition algorithm inside the lung, as 

well as the build-up and build-down regions in 

terms of dose variation steepness. The dose 

gradient for superposition was slightly steeper 

than MC in all cases, leading to a dose 

underestimation of up to 25% in the worst 

condition, relative to MC calculations inside 

the lung for18 MV energy. 

 

5. Conclusion 

In the current study, the performance of two 

commercial TPSs for dose calculations inside 

the lung, containing a solid tumor, was 

evaluated for small beamlets. The MC results 

were regarded as the most reliable for 

comparisons. FSC and convolution algorithms 

could not accurately estimate the dose inside 

the lung and solid tumor, compared to the MC 

method. On the other hand, the superposition 

algorithm of XiO TPS accurately predicted the 

dose distribution inside the lung and tumor; 

also, the effect of electronic disequilibrium in 

small fields was taken into account in this 

method. Findings of this study recommend the 

application of superposition algorithm for dose 

calculations in the lung region for small 

beamlets and beams instead of simple, 

inaccurate methods such as FSC and 

convolution methods. 
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