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Introduction: The calibration process is usually limited to the depth of maximum energy. This study aimed 
to determine the depth dose in a heterogeneous medium using diodes and to evaluate a dose calculation 
algorithm. 
Material and Methods: Measurements were done at three depths (4, 8, and 12 cm) using ten QEDTM diodes 
on heterogeneous phantoms (HPH), composed of poly(methyl methacrylate) (PMMA) and expanded 
polystyrene, roughly simulating the rib cage. These phantoms were irradiated with 6-MV and 18-MV photon 
beams from a Varian linear accelerator by plans calculated by the Eclipse treatment planning system, 
equipped with the Anisotropic Analytical Algorithm (AAA). The calibration curves were drawn by 
considering several measurement points in depth by a graphite ionization chamber in the HPH. The diode 
calibration factor was taken from the curves via interpolation. The measured and calculated values were 
compared to evaluate the AAA. 
Results: Depending on the depth, the deviations between the measurements and calculations predicted by the 
TPS remained less than 2%. Some measurements had an order of magnitude of nearly 3%. An average 
deviation of 1.13% was obtained for all measurements, with an average deviation of 0.66% and a standard 
deviation of 0.80%. The upper bound of the confidence interval was 1.41%. 
Conclusion: The deviations obtained in this study remained within the recommended standard range for 
validation of a dose calculation algorithm in a heterogeneous medium. The calibration method based on dose 
profiles provided further information about the dose in a heterogeneous medium, based on a single diode 
reading. 
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Introduction 
In radiotherapy, determining the dose at a specific 

point in a heterogeneous medium, which reflects the 
tissue architecture, is a real challenge for medical 
physicists. Validation of a dose calculation algorithm 
in a treatment planning system (TPS) requires 
verification in heterogeneous devices. The 
International Atomic Energy Agency (IAEA) technical 
report series TRS-430 recommends the use of cork 
sheets with a low density for simulation [1]. Besides, 
control of deviation between calculations and 
measurements of absolute doses has become an 
interesting research topic. Therefore, evaluation of 
other density organs, such as the lungs and bones, 
seems necessary, because of their effect on dose 
distribution [2].  

In the presence of heterogeneity, a TPS tends to 
correct the dose calculations by converting them to 
homogeneous calculations similar to those in a water-
equivalent medium; this influences the precision of 
calculations, especially for correction of scattered 

radiation [3]. Also, in several TPSs, the accuracy of 
calculation becomes more significant under relatively 
simple geometric conditions [3], which explains the 
errors encountered in the past [4-9]. The Anisotropic 
Analytical Algorithm (AAA) is an algorithm that 
considers the path of electron contamination. Based 
on the Monte Carlo (MC) simulations, it is necessary to 
carry out tests on heterogeneous phantoms for 
absolute dose measurements. Therefore, determining 
the dose at a point enables risk assessment in the 
affected area if it is a region to be spared; it also 
facilitates the assessment of the optimal area coverage 
for treatment when it is the target volume. The 
present study aimed to develop a method for 
calibrating diodes, depending on the diode depth, by 
conducting experiments in heterogeneous phantoms. 

The conventional methods of diode calibration are 
based on the input and output doses. The precision of 
these methods depends on the installation and 
corrective factors [10-13]. However, recently, only 
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reading of the input dose has been considered, as this 
dose is often limited to the depth of maximum beam 
energy (dmax). The formula is complex and 
incorporates the tissue phantom ratio (TPR) [14]. In 
this study, we focused on determining the absolute 
dose profiles according to the TRS-398 code [15] to 
not only obtain a single calibration factor, but also plot 
the calibration curves. 

 

Materials and Methods 
The measurements and calculations in the 

experimental section of this study were carried out at the 
Radiotherapy Department of Anti-Cancer Center of 
Blida, Algeria. 

 

Diodes and physical characteristics 
The major measuring instruments used in this study 

were the QEDTM diodes (Sun Nuclear), the physical 
characteristics of which have been described in a 
previous study [16]. The calibration factor, Fcal (Figure 
1), was defined as the ratio of the dose (DW) at source-
skin distance (SSD)+dmax measured by the reference 
detector to the reading R of diode at SSD (cm), based on 
Equation 1 [16]: 

𝐹𝑐𝑎𝑙 =
𝐷𝑊(100+𝑑𝑚𝑎𝑥)

𝑅(100)
                                            (1) 

 
This factor is measured at the maximum energy 

depth. It is checked periodically by monitoring the diode 
response variations as compared to the cumulative dose 
[17]. It was corrected by other factors that might 
influence the results, including the SSD, field size, dose 
rate, and beam obliquity. 

  

 
 
Figure 1. The diode calibration setup in a homogeneous phantom. The 
first step was carried out with the ionization chamber placed at 
maximum depth. In the second step, reading of the diode placed at the 
surface of the same phantom was done. 

 
It is often recommended to use a single factor and 

monitor it over time while considering the corrective 
factors [13, 18-20]. Depending on the measurement 
conditions, these factors can influence the results and 
cause errors if they are ignored, especially if the patient 
shows respiratory variations (e.g., variations in the 
corrective factor related to SSD) [14]. These factors 

must be also considered if the measurement conditions 
differ from the geometric calibration conditions [14]. 

In this study, five diodes (D1-6, D2-6, D3-6, D4-6, 
and D5-6) were used in the 6-12 MV energy range, and 
five others (D1-18, D2-18, D3-18, D4-18, and D5-18) 
were used in the energy range of 15-25 MV. These 
diodes were labeled according to the energy used and 
the associated channel. Moreover, it was found that the 
reading of diodes is fairly stable with respect to the 
signal linearity and reproducibility. As for the corrective 
factors, they were ignored due to the similarity of 
geometrical conditions for calibration and 
measurements. 

 

AAA algorithm 
The AAA algorithm is an Eclipse (Varian) TPS 

algorithm; the version used in this study was v. 13.6, as 
described in previous studies [21, 22]. It is an improved 
pencil beam algorithm, based on a 
convolution/superposition model. The beam kernel is 
drawn from the MC calculations and adjusted to fit the 
commissioning measurements. The correction of 
heterogeneities considers the scattered kernels of 
photons and electrons, depending on the distribution of 
the medium electron density [23]. 

 

Measurement strategy 
Commonly, homogeneous water-equivalent 

phantoms are used for the calibration of diodes. In this 
study, we aimed to examine the behavior of depth-dose 
profiles of high-energy photon beams in a 
heterogeneous medium, composed of plastics 
poly(methyl methacrylate) (PMMA) plates and 
expanded polystyrene sheets. Although the total 
thickness can be converted to a water-equivalent 
thickness, we maintained this type of plate arrangement 
for calibration to approximate the tissue architecture of 
the rib cage with a tumor in the medium with a density 
similar to the lungs.  

Besides, a preliminary study was carried out with a 
standard calibration. Comparison of calculations and the 
results obtained from patients for head, neck, and 
prostate localizations indicated the expected tolerable 
levels; however, significant deviations were found on a 
anthropomorphic phantom for thoracic localizations. 
Once calibration was carried out in a heterogeneous 
medium, an experimental study was performed to 
compare the measurements with TPS calculations to 
determine if the dose calculation algorithm was 
necessary. The phantoms were made of blocks of 
expanded polystyrene, where a small PMMA insert was 
introduced to simulate a small tumor in the rib cage. 
This arrangement was selected to carry out 
measurements at depths other than that of calibration. 

 

 

Determination of absolute dose profiles in a 

heterogeneous medium 
The first part of this study focused on the 

measurement of absolute doses by a reference detector. 
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Three dose profiles at SSD of 100 cm for each energy 
level (namely, 6 MV and 18 MV), in parallel to a beam 
with dimensions of 10×10 cm2 from a Varian 2100C 
linear accelerator, were acquired through a graphite 
ionization chamber with a volume of 0.6 cc (Farmer 
NE2571, Nuclear Enterprise) and a UNIDOS 
electrometer (PTW). Measurements were carried out in 
a phantom made of PMMA plates with a density of 1.18 
g/cm3 and low-density expanded polystyrene plates 
(0.15, 0.20, and 0.25 g/cm3). 

To roughly simulate the rib cage, the PMMA plates, 
with a total thickness of 3 cm, were placed in the upper 
and lower parts of the phantoms; besides, expanded 
polystyrene plates were included. For dose 
measurements, a PMMA plate with a hole to introduce 
the Farmer chamber was placed at different depths 
(between the expanded polystyrene plates) to measure 
the depth dose (Figure 2). Several points were 
considered for each phantom (three phantoms). For two 
energies and each depth, five readings were taken and 
averaged (Rav). The dose measured with the ionization 
chamber (DIC) was obtained based on the calibration 
factor N. The formula is presented in Equation 2:  

𝐷𝐼𝐶 = 𝑅𝑎𝑣 . 𝑁. 𝐾𝑇𝑃. 𝐾𝑃𝑜𝑙 . 𝐾𝑆. 𝐾𝑄  (mGy)               (2) 

 
where KTP is the corrective factor related to 

temperature and pressure, KPOL is the polarization 
corrective factor, KS is the recombination corrective 
factor, and KQ is the corrective factor of chamber 
response between the reference quality beam and the 
used quality beam. 

 

 
 
Figure 2. The experimental device for determining the calibration 
curves. The first part was carried out with an ionization chamber and 
its plate (IC plate). In the second part, the plate was replaced by a 
homogeneous PMMA plate without holes, and measurements were 
done by diodes. 

 

Determination of calibration curves 
Before the diodes could be used in heterogeneous 

phantoms, the calibration curves were drawn. The 

described devices were used for measurements, with 
diodes placed on the surface. The plate of the ionization 
chamber with a hole was replaced by a full PMMA plate 
(Figure 2). The calibration factor FCal,Z was determined 
at each depth of measurement relative to the DIC dose 
profile (Equation 3):  

𝐹𝑐𝑎𝑙,𝑍 =
𝐷𝐼𝐶

𝑅
                                                          (3) 

 
where R is the reading taken from the diode on the 

surface. 

 

Heterogeneous phantom measurements 
Heterogeneous phantoms (three types) with a 

parallelepiped geometry and two densities were 
fabricated (Figure 3). We focused on tumors located in 
the rib cage in this study. To evaluate the dose 
calculation algorithm, cylindrical PMMA inserts with a 
diameter of 2 cm, intended to simulate small tumors, 
were introduced at different depths (7, 11, and 15 cm). 
The phantoms were scanned, and CT image slices were 
imported from the scanner to the TPS. A dose 
calculation was performed at the center of inserts for a 
field of 10×10 cm2 at SSD of 100 cm for two energy 
levels of 6 MV and 18 MV (Figure 4). The calculated 
plans were irradiated under the accelerator. The dose at 
the center of inserts was measured from the readings of 
diode RD deposited on the surface of the phantoms 
(Figure 5). The measured dose (DM) was calculated by 
Equation 4: 

𝐷𝑀(𝑚𝐺𝑦) =  𝑅𝐷 × 𝐹𝐶𝑎𝑙,𝑍                              (4) 

 
Where the calibration factor FCal,Z is taken from the 

calibration curves by interpolation for each depth z. 

 

 
 
Figure 3. Measurements in a heterogeneous phantom. Cylindrical 
PMMA inserts were introduced into polystyrene blocks to measure the 
center dose and compare it to the AAA calculation. 
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Figure 4. The AAA dose calculation at the center of the PMMA insert. 

 

 
 
Figure 5. Irradiation of phantoms under the linear accelerator. 

 

Algorithm assessment method  
The algorithm was evaluated by calculating the 

deviation between the measured dose DM and the 
calculated dose of TPS, DC, at the center of inserts, 
according to Equation 5: 

𝛿 (%) = (
𝐷𝐶−𝐷𝑀

𝐷𝑀
) × 100                 (5) 

 
In a region with a low gradient dose, in the presence 

of heterogeneity, a dose difference of 3% between the 
calculation and measurement was considered acceptable 
to validate the dose calculation algorithm. For more 

complex geometries, a deviation of 4% can be obtained 
[24]. 

 

Statistical analysis  
Some statistics related to deviations and measured 

doses of 1 Gy irradiation were determined, including the 
average set of measurement points, average deviation, 
standard deviation, and confidence intervals at 95%, 
99%, and 99.9%. Histograms, as a function of density 
and depth of measurements with a normal distribution, 
were also plotted. 
 



    Yasmina Berkani and Rachid Khelifi                                                                              Dose Calculation Algorithm for High-Energy Photon Beams    
    

Iran J Med Phys, Vol. 19, No.1, January 2022                                                                                26 

Results 
Six dose profiles were plotted as a function of depth 

Z. Each thickness, Zh,I, relative to the density ρi of 

materials, was converted to a water-equivalent 

thickness, according to Equation 6:  

𝑍 = ∑ 𝑍ℎ,𝑖 ×  𝜌𝑖                   (6) 

 

The curves (Figure 6) were separated according to 

the three densities. Each diagram shows the relationship 

between the dose measured by the ionization chamber at 

two different energies per specific depth. For similar 

depths, 30 calibration curves were drawn for each diode 

(Figure 7). The AAA evaluation was carried out using 

measurements on heterogeneous phantoms. A total of 90 

measurements were carried out (Table 1). Some 

statistical parameters were determined (Table 2), and 

histograms were plotted (Figure 8), highlighting 

deviations as a function of energy, density, and depth. A 

normal probability distribution is also presented in 

Figure 9. 

  

 
 

Figure 6. Dose profiles for 6-MV and 18-MV energies. Depending on density, the 6-MV beam accumulated a higher dose at the end of the path 

(13.7 cm for 0.15 g/cm3; 14.1 cm for 0.20 g/cm3; and 14.3 cm for 0.25 g/cm3) compared to the 18-MV beam, highlighting the backscattered 
radiation. 

 

 

 
 

 
Figure 7. Diode calibration curves for 6-MV and 18-MV energies 
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Table 1. Deviations (%) between calculations and measurements for 6-MV and 18-MV energies 
 

Density=0.15 g/cm3 

ZH (cm) D1-6 D2-6 D3-6 D4-6 D5-6 D1-18 D2-18 D3-18 D4-18 D5-18 

7 -0.70 -0.78 -1.09 -0.25 -0.36 -1.85 -1.61 -0.32 -1.20 -2.97 

11 1.68 2.30 1.00 1.00 1.97 0.62 1.74 1.43 1.44 -0.05 

15 -0.09 -0.80 -1.48 -0.30 -0.56 1.34 1.73 1.60 1.72 -0.14 

Density=0.20 g/cm3 

ZH (cm) D1-6 D2-6 D3-6 D4-6 D5-6 D1-18 D2-18 D3-18 D4-18 D5-18 

7 1.43 2.44 0.52 1.85 2.29 -1.45 -1.67 -1.59 -0.79 -2.90 

11 0.63 1.67 0.19 0.11 1.29 1.73 1.43 2.37 2.14 0.70 

15 -0.14 0.40 -0.17 0.73 0.71 0.66 2.23 1.47 1.21 -0.46 

Density=0.25 g/cm3 

ZH (cm) D1-6 D2-6 D3-6 D4-6 D5-6 D1-18 D2-18 D3-18 D4-18 D5-18 

7 0.76 -3.07 -0.08 0.28 0.41 -1.45 -1.45 -1.19 -1.66 -3.38 

11 0.76 0.40 -0.03 1.45 -0.14 2.06 0.20 -0.90 3.01 -1.00 

15 -0.60 0.11 -1.21 -0.70 -0.85 0.37 0.37 0.44 1.19 -0.73 

ZH: Total thickness from the surface of the phantom to the center of the insert 
 

Table 2. Statistical quantities 

 

Quantity Deviation (%) Dose (cGy) 

Average 1.13 99.28 

Average deviation 0.66 1.50 

Standard deviation 0.80 1.95 

95% CI  [0.97:1.29] [98.88:99.68] 

99% CI  [0.91:1.35] [98.75:99.81] 

99.9% CI  [0.85:1.41] [98.61:99.96] 

CI: Confidence levels at 95%, 99%, and 99.9%.  
 

 
 

Figure 8. Histograms of deviations between measurements by comparison of two energy levels, three densities, and three depths. 
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Figure 9. The Gaussian distribution of deviations  

 

The obtained deviations remained in the order of 

magnitude around 2% and 3%, with a maximum value 

of 3.38% for 18-MV energies at a density of 0.25 g/cm3 

and depth of 7 cm and a minimum value of 0.03% for 6-

MV energies at a density of 0.25 g/cm3 and depth of 11 

cm. Regarding the doses measured for 1 Gy, in all 

measurements, a maximum value of 1.04 Gy and a 

minimum value of 0.94 Gy were obtained. 

 

Discussion 
The evaluation of dose calculation algorithms in the 

presence of heterogeneity, besides the development of 
heterogeneous phantoms and/or virtual simulations 
using different materials, has always been an important 
subject of investigation [25-41]. The geometrical 
principle of heterogeneous phantoms with low density, 
whether they are made, simulated, or marketed, is the 
same, that is, based on the arrangement of a low-density 
layer sandwiched between the water-equivalent layers 
[26-28, 30-32, 35-41]. The goal is to simulate a 
heterogeneous environment to approximate the tissue 
architecture of pulmonary areas within the rib cage as 
much as possible. Cork is often used to simulate the low 
density of the lungs [25, 26, 28, 30, 35]; wood has been 
also examined [39]. In our study, the pulmonary region 
was simulated at three densities of 0.15, 0.20, and 0.25 
g/cm3, using layers and blocks of expanded polystyrene 
placed between the PMMA plates, with a supplement 
introducing a small cylindrical PMMA insert into the 
low-density region to simulate a tumor, thereby creating 
more heterogeneity. 

The dose calculation in a heterogeneous environment 
is generally complex. Different algorithms have 
undergone improvements to optimize their calculation 
model and minimize the differences between 
calculations and treatment data of the machines. Their 
validation or evaluation is often based on a comparison 
of calculations with measurements of MC simulation, as 
reported in several studies [25-28, 30-37, 39-41]. 
Measurement is carried out with ionization chambers 
[26, 28-34, 40], films [25, 26, 28-30, 39], or 
thermoluminescent detectors (TLDs) [35].  

In the present study, the AAA algorithm was 
evaluated by in vivo dosimetry with diodes; calibration 

was based on several measurement points, highlighting 
the calibration curves. A single measurement point at 
different depths was studied, corresponding to the dose 
at the center of the cylindrical insert. In a configuration 
similar to ours, Engelsman [3] measured the doses at 
three points inside a sphere simulating a tumor and at 
two points in the region of low density. Obviously, it 
would have been preferable to investigate several points 
in this study; this is one of the reasons why we 
continued this study (in progress) to determine the PDD 
instead of a single point. 

Several studies have focused on the evaluation of 
AAA algorithm in heterogeneous media [25-35, 37-41]. 
However, the deviations between the algorithm 
calculations and measurements (and/or MC calculations) 
are not consistent in different studies. Bragg [26] 
obtained phantom deviations of 2.4% and 2.3%, 
respectively for energies of 6 MV and 10 MV at a depth 
of 10 cm for a field size of 10×10 cm2 (maximum of -
2.1% with the CIRS phantom for planning with several 
beams). Moreover, Tillikainen [27] reported deviations 
of less than 2% for several field sizes for 6-MV and 18-
MV energies, using MC calculations as the reference; a 
maximum deviation of 8% was found for small fields. 
Also, the PDD curves for the field size of 10×10 cm2 
indicated a dose underestimation by the AAA algorithm 
after the enhancement region.  

Van Esch [28] reported the good agreement of PDDs 
between the AAA calculations and measurements with 
the ionization chamber for two 6-MV and 18-MV 
energies in a field size of 10×10 cm2, as well as for dose 
profiles. Comparison between the results obtained from 
AAA calculations and measurements with the films 
showed deviations of less than 5% with the CIRS 
phantom. In a recent study by Chopra [30] using several 
algorithms, including AAA for 6-MV energies, a good 
agreement (<3%) was found for PDDs and profiles in 
field sizes of 6×6, 12×12, and 24×24 cm2 by comparing 
the AAA calculations with the measurements by the 
ionization chamber, films, and MC simulations.  

Moreover, Rana [31] evaluated the AAA algorithm 
by carrying out measurements and calculations for three 
low-density gap thicknesses (2, 4, and 6 cm). 
Comparisons between the measurements and 
calculations in a field size of 10×10 cm2 indicated 
deviations of more than 6%. The differences reported by 
Rosa [35] between the AAA calculations and 
measurements carried out by TLD showed that the PDD 
curves underestimated the doses after the enhancement 
zone. Besides, Singh [39] studied PDDs for 15-MV 
energies in a 10×10 cm2 field and showed a good 
agreement between the AAA calculations and 
measurements with films and MC simulation.  

Our results showed that a deviation of 45.6% 
represented a dose underestimation by the AAA 
algorithm, while a deviation of 54.4% indicated a dose 
overestimation. Moreover, Robinson [40] concluded that 
the AAA algorithm tended to overestimate the dose in 
low-density regions. Overall, evaluation of the AAA 
algorithm in a heterogeneous medium cannot be limited 
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to a simple beam geometry, and deviations can be 
observed for more complex geometries (planning with 
several beams and small fields) or other conditions 
(respiratory movement and treatment planning with new 
techniques), as shown in some studies [25, 32, 33, 37, 
39, 42]. 

The dose profiles showed that from a certain depth, 
the amplitude of the 6-MV beam curve became greater 
as compared to the 18-MV beam. This revealed that the 
dose collected at the end of the path increased by the 
dose accumulated by backscattered radiation. Low-
energy photons produce a larger amount of divergent 
scatter [M5]. Indeed, the energy of an 18-MV beam is 
more penetrating, especially in a medium of low 
density; therefore, interactions with the medium at the 
end of the path become more important for energies of 6 
MV. This backscattered radiation is often considered in 
equations involving the tissue phantom ratio (TPR) [14]. 
In this work, it was not necessary to introduce factors 
for dose calculations. The inversion of amplitude can be 
also caused by the anomalous scattering of X-rays, 
because after beam attenuation, the energy of photons 
approaches the absorption threshold of atoms in the 
medium. 

The results did not show a significant diversion 
compared to the average value. An average value of 
1.13% is generally expected to validate the dose 
calculation algorithm. For the three histograms, 
regardless of the comparison parameter, no significant 
difference was found. For these differences, we should 
consider the difficulty of manipulating diodes for 
posterior irradiation. Also, it is important to keep the 
same position of the phantom scanning instead of 
reversing its position. We tried to present all of the 
results and explain the differences observed in this 
study. 

 

Conclusion 
This study focused on the evaluation of the AAA 

algorithm using in vivo dosimetry by diodes. Besides, 
calibration of diodes was carried out in several depths of 
measurement, highlighting the calibration curves. The 
deviations between the calculations and the 
measurements remained within the recommended 
tolerance range for the evaluation of dose calculation 
algorithms in the presence of heterogeneity [24]. The 
calibration method based on dose profiles provided 
information about doses at depths outside dmax in a 
heterogeneous medium by relying on a single reading of 
the diode. Although the comparative curves of dose 
profiles showed an accumulation of backscattered 
radiation, integration of dose profiles in a heterogeneous 
medium for determining the calibration curves was 
sufficient to avoid complex formulae involving the TPR. 
This preliminary work also aimed to evaluate a dose 
calculation algorithm for more complex situations (in 
progress), especially by varying the geometry of 
phantoms, performing off-axis measurements, varying 
other parameters, such as field size and SSD, and 

including a multi-leaf collimator to establish a periodic 
verification protocol. 
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