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Introduction: Image classification is a disputable part of image processing, especially brain tissue 
classification in Magnetic Resonance images because brain tissue signals and contrasts are close to each 
other. More accurate classification of MR images of the brain is crucial for the diagnosis of CSF, gray, and 
white matter. 
Material and Methods: A Bayesian model was used to classify 20 brain MR images using the criteria of 
DIPY, SPM, and FSL. Two distinct DICE and Jaccard coefficients were used to assess the similarity of all 
classified images. 
Results: SPM classification was more accurate than DIPY and FSL in categorizing cerebrospinal fluid. The 
DICE and JACCARD coefficients for the SPM classification were 97.48 ± 0.28 and 92.68 ± 0.94, 
respectively. The DICE and Jaccard coefficients for white matter were 95.64 ± 0.23 and 86.18 ± 1.64, 
respectively, while the coefficients for gray matter were 93.66 ± 0.76 and 83.62 ± 1 .92 for the DIPY. 
Conclusion: The DIPY python library was able to better cluster GM and WM regions according to the 
results obtained. 
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Introduction 
The most common brain tumor is reported to be 

glioblastoma in men, and the most non-typical brain 
tumor is meningioma in women. [1]. The 
differentiation of these brain tumors is one of the 
most important challenges in determining the fate of 
patients regarding treatment. Although the incidence 
of malignant brain tumors such as glioblastoma has 
decreased by approximately 0.8% per year, there is 
still an increase in its prevalence among young people 
[2]. The need to increase the accuracy of diagnosis in 
the shortest possible time is increasing, despite the 
significant advances in diagnostic methods for brain 
tumors by CT scan, PET scan, MRI, and nuclear 
medicine. To meet this need, the use of image-
processing systems is expanding day by day, and the 
forefront of these image-processing systems is tissue 
classification techniques. On the other hand, the close 
contrast of brain tissues in MR images creates a more 
serious challenge in brain image classification. This 
classification mainly includes gray matter (GM), white 
matter (WM), and cerebrospinal fluid (CSF) in the 
brain. One of the most important challenges to 
performing optimal image processing is to remove the 
effects of noise and blurring at the border of the 
images [3]. Different image classification methods 
have been introduced, including atlas-based, surface-
based, intensity-based, and hybrid methods. [4] The 

Intensity-based method consists of thresholding, 
clustering, region-growing, and classification, which, 
using known data, allow the image to be segmented 
into several specific features, of which the most 
important is usually the intensity. The nearest 
neighbor classifier [5] is one of the simplest classifiers 
in this field and was first used by Warfield et al. [6] in 
brain image classification. Still, this procedure is not 
entirely automatic and requires training data due to 
the supervised nature of this classifier. In this regard, 
a fully automatic procedure was proposed by Cocosco 
et al. [7] based on sample selection with a strong 
algorithm. However, the most common method is the 
Bayesian classifier [8], in which unknown variables 
can be estimated automatically by creating a 
relationship between a set of features and variable 
classes. The Bayesian approach was used in different 
software, including Statisitical Parametric Mapping 
(SPM) [9], FMRIB Software Library (FSL) [10], and 
Diffusion Imaging in Python (DIPY) [11]. 

Regarding brain MR images, there are various 
challenges such as close contrast of brain tissues and 
motion artifacts, so many techniques can have 
different effects in image classification, In this study, 
the capability and accuracy of brain MR image 
classification using these frameworks were explored. 
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Materials and Methods 
Patients 

Twenty MR images of real patients (all the patients 
without any history or problems) were selected. The Ethics 
Committee of the Iran University of Medical Sciences 
(IUMS) approved this study under ethics approval  
IR.IUMS.FMD.REC.1400.339, with the patient’s written 
informed consent. The priority of brain T1-Weighted 
images was T1 MPRAGE protocol, FOV was 192 x 256, 
ISO images with 1x1x1 mm, TR=550ms, and TE=20ms. 
Figure 1 shows a sample of brain MR images with the 
mentioned parameters. 

 

Preprocessing 
Removal of non-brain tissues: The goal was to 

achieve brain tissues, which have the least interaction with 
the signals of non-brain tissues. Because signals from fat 
tissues and skull bones can affect the signals from brain 
tissues, it was necessary to remove these tissues. Here we 
are faced with only two types of cells: brain tissue and non-
brain tissue. In this study, the FSL (the brain extraction 
tool) was used. The technique used in this software has 
been reported as favorable for adult images[12]. In this 
procedure, the gravity center of the brain is found and then 
it is moved to all the cells above it to find the boundary 
edge of the brain tissue. 

Bias field correction: One of the major problems of 
MR images is intensity heterogeneity, which must be 
solved before any image processing in a bias field 
correction procedure. The heterogeneity was more vital 
because the used device was a 1.5 Tesla. The main cause of 
this inhomogeneity is the change in the sensitivity of the 
receiving coils and the interference between the magnetic 
field and the patient's body [13, 14]. This problem can 
cause brain white matter to be measured in another area of 
brain gray matter with the same intensity, thus impairing 
the classification of the brain because it is assumed that the 
intensity of a particular brain tissue is approximately 
uniform throughout the image. In this study, the bias field 
correction technique of the BrainSuit program was used 
[15]. In this program, it was assumed all other brain tissues 
were removed except Cerebrospinal fluid (CSF), white 
matter (WM), and Grey Matter (GM), and then a series of 
average values for the desired tissues, i.e., CSF, WM, and 
GM, were calculated.  The average values were used for a 
partial volume measurement model that includes the effect 
of local heterogeneity calculations. This model was 
matched with the histogram of a sub-volume of the image, 
and thus the increase in the sub-volume relative to the 
intensity of the whole image was estimated. The estimated 
values were used to create a three-cubic B-Spline, which is 
an estimate of the same non-uniformity. By dividing the 
final image by this spline, the corrected bias field was 
achieved [16]. 

 

Bayesian classification 
The Bayesian classifier, which is a common parametric 

classifier, is one of the most commonly used in probability 
theory and statistics. It is named after Thomas Bayings and 
is believed to provide information about the probability of 

an event based on its possible conditions. [17] The class 
probabilities of unknown variables are estimated by 
modeling their relationship with feature sets using a 
Bayesian classifier. This model employs maximum 
posterior (MAP) estimation and Bayesian inference to 
approximate the output image x with the observed image, 
by decreasing or eliminating the posterior distribution P 
(xy) of possible labels X: 

�̂� = arg 𝑚𝑎𝑥𝑃(𝑥|𝑦)                                                          (1) 
 

In the Bayesian framework, there are three probability 
distributions:  

(1) The prior distribution 𝑃(�⃗�) consist of knowing the 
possible configurations before viewing the actual image. 

(2) The posterior distribution of 𝑃(𝑥|𝑦) is derived after 
an observation is made. 

(3) The probability 𝑃(𝑦|𝑥) is characterized by the 
probability of receiving an observation with respect to a set 
of model parameters. But Bayes' law says: 

𝑃(𝑥|𝑦) =
𝑃(𝑦|𝑥) 𝑃(𝑥)

𝑃(𝑦)
                                                         (2) 

 
By attention to equation 1: 

�̂� = arg 𝑚𝑎𝑥 (
𝑃(𝑦|𝑥) 𝑃(𝑥)

𝑃(𝑦)
)                                               (3) 

 

Also, considering that the probability of 𝑃(𝑦) is quite 
clear, then we can finally say that: 

�̂� =  (𝑃(𝑦|𝑥)𝑃(𝑥))                                                           (4)  
 
In order to classify the new data, this rule ensures that 

every pixel is assigned to the class with the highest 
posterior probability. Therefore, it is need to define two 
other parameters according to formula 3, P(x) prior 

distribution and 𝑃(𝑦|𝑥) probability model or observation 
model. In this study, a Gaussian distribution was used for 
the probability model and Markov Random Field (MRF) 
[18] was used for the prior distribution. The use of spatial 
texture information and neighboring voxels in brain MR 
image classification has been of great importance. The gray 
intensity of the surrounding voxels is responsible for the 
intensity associated with a particular voxel. According to 
this point of view, Markov random field theory serves as a 
model for this concept that local features of an image, in 
which the global features of the image follow the local 
interactions. MRF techniques have been highly successful 
in classifying brain MR images, especially in the matter of 
noise factor [9, 10, 19]. 
 

Classification of brain T1-Weighted MR images 
DIPY: The DIPY python library was used to classify 

brain tissues in T1-Weighted MR images into CSF, WM, 
and GM. This library will implement all three main 
features of this study, i.e. using Bayesian theory, MRF 
model for prior distribution, and Gaussian distribution for a 
probability model. To run DIPY, we will need two other 
libraries, Matplotlib [20], and numpy [21]. As mentioned 
earlier, BIAS field correction and removal of non-brain 
tissues were performed on all MR images before the 
implementation of the classification code. 
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Figure 1. A sample of brain MR images taken from patients with parameters: TR=550ms, TE=20ms, FOV=192x156, and voxel size= 1x1x1. (A) 
FLAIR, (B) T2 Weighted, and (C) T1-weighted images 
 
 

 
 
Figure 2. Brain MR images are classified into (A) cerebrospinal fluid, (B) gray matter, and (C) white matter by the DIPY Python package 
 

All brain T1-Weigthed images of patients were 
classified and probability maps of each determined 
tissue were obtained. Figure 2 demonstrates the brain 
T1-Weighted MR images classified into CSF, WM, and 
GM by the DIPY python library. 

SPM: The SPM (Statistical Parametric Mapping) 
program is dedicated software for functional and 
statistical analysis of neuroimaging data. In this study, 
SPM8 under the MATLAB program was used. A single 
model in all classifications even in pre-processing used 
in SPM. The estimation of the prior probability of each 
tissue was done using the Bayesian method. Voxels with 
more tissue probability were selected as the members of 
that tissue class. SPM8 routinely classified brain MR 
images into three groups including CSF, gray, and white 
matter. 

FSL: The FSL (FMRIB's Software Library) program 
was developed by the Oxford University Department of 
Functional Brain Studies for the functional and 
statistical analysis of brain data. The FSL program has 
several toolboxes; in this study, the special toolbox for 
brain classification, namely FAST was used. The most 
important features of FAST-FSL are the correction of 
non-uniformities in intensities caused by the magnetic 
field in the MR image and the use of a Hidden Markov 
Random Field (HMRF) model. These two processes 
repeat to reach a desired convergence and finally, brain 
MR images are classified into CSF, GM, and WM. 

 

Evaluation Methods  
It is necessary to have a specific standard to evaluate 

the success rate of a brain MR image classification 
technique so that one can be assured of the success rate 

of a method. One of the most important helping 
quantities in this field is the investigation of the amount 
of spatial overlap of images [22]. One of the simplest 
indicators is the DICE similarity coefficient [23], which 
is also known as the specific agreement ratio [24]. The 
DICE similarity coefficient compares the amount of 
spatial overlap between two segments or two binary 
images. This quantity is calculated according to 
equation 5: 

𝐷𝑖𝑐𝑒 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =  
2|𝑖𝑚𝑔𝑠𝑒𝑔𝑚𝑒𝑛𝑡∩𝑖𝑚𝑔𝑟𝑒𝑓|

|𝑖𝑚𝑔𝑠𝑒𝑔𝑚𝑒𝑛𝑡|+|𝑖𝑚𝑔𝑟𝑒𝑓|
                  (5) 

 
The value of a DICE ranges from 0 to 1, 0 indicating 

no spatial overlap between two sets of binary 
classification results, and 1 indicating complete overlap. 
The second quantity measured to investigate the amount 
of spatial overlap is the Jaccard coefficient [25]. 
According to formula 6, the range of Jaccrad quantity is 
variable between 0 (no overlap) and 1 (complete 
overlap). 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =  
|𝑖𝑚𝑔𝑠𝑒𝑔𝑚𝑒𝑛𝑡∩𝑖𝑚𝑔𝑟𝑒𝑓|

|𝑖𝑚𝑔𝑠𝑒𝑔𝑚𝑒𝑛𝑡∪𝑖𝑚𝑔𝑟𝑒𝑓|
              (6) 

 
Here, a comparison of the spatial overlap between 

the results obtained by DIPY, SPM, and FAST-FSL and 
the results of manual classification has been made. In 
this way, the labeled images (labeled manually) of each 
tissue were used as a reference, and the results of the 
classification approach were converted into binary 
images with voxel resolution and image dimensions 
similar to the reference image. 
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Results 
The comparison of DICE and Jaccard coefficients in 

the brain classification T1-Weigthed images by DIPY, 

SPM, and FAST-FSL is shown in Table 1. CSF 

classification by SPM was higher and better than other 

classification software packages in both coefficients (DICE 

= 97.48 ± 0.28, Jaccard = 92.68 ± 0.94). But DIPY has 

classified GM and WM more thoroughly than SPM and 

FAST-FSL. So, the DICE coefficient of WM and GM 

region for DIPY was 95.64 ± 0.23 and 93.66 ± 0.76. 

By looking at the diagram in Figure 3, the bar graph of 

DICE and Jaccard coefficients for the classification of the 

three regions of CSF, WM, and GM can be better 

compared. In all measurements, the DICE coefficient was 

greater than the Jaccard coefficient.  
 

 
Table 1.  DICE and Jaccard coefficients in different classification software packages for CSF, WM, and GM 

 

software packages Evaluation Method 
CSF 

(Mean ± SD %) 

WM 

(Mean ± SD %) 

GM 

(Mean ± SD %) 

DIPY (Bayesian) 
DICE 96.36 ± 0.97 95.64 ± 0.23 93.66 ± 0.76 

Jaccard 91.61 ± 1.25 86.18 ± 1.64 83.62 ± 1.92 

SPM 
DICE 97.48 ± 0.28 93.61 ± 0.81 92.27 ± 0.26 

Jaccard 92.68 ± 0.94 83.46 ± 1.91 81.43 ± 1.62 

FAST-FSL 
DICE 94.41 ± 0.83 92.37 ± 0.63 90.71 ± 0.48 

Jaccard 87.36 ± 1.11 81.14 ± 1.42 77.51 ± 1.93 

 

 
 

Figure 3. Bar chart of DICE and Jaccard coefficients in different classification software packages for CSF, WM, and GM 

 

Discussion 
The classification of brain tissues is very helpful for 

the studies of Alzheimer's disease [26], epilepsy [27], 
and diseases related to the cortical brain tissues. Because 
manual methods are not accurate, various techniques 
have been proposed for the classification of patients' 
brain MR images. However, providing these techniques 
is still considered a big challenge. Brain MR image 
classification methods can be considered a subset of 
classification methods based on image intensity [4]. 

The purpose of this method is to use data with 
similar labels for image classification. These labels can 
be for intensity or other features of the image. The 
classification methods themselves can be supervised or 
unsupervised. Supervised methods require trained 
images, which means they must be done manually, 
which is out of the scope of this paper. One of the 
supervised methods is the Bayesian parametric 
classifier. The class probability of known variables can 
be approximated by a Bayesian estimator, which then 
models the possible relationships between underlying 
features and class variable names. This study aimed to 
classify brain images based on Bayesian techniques; the 
differences between the classifications performed by 
other software packages used in this study were also 
desirable. In some areas of the brain, it seems that the 

classification of CSF has been done better than that of 
GM and WM, and it seems that there is a need to 
conduct more studies in this field. One of the 
challenging points of classification is that usually there 
is no spatial modeling; for this reason, by choosing an 
approach like MRF in this study, neighborhood, and 
geometric information was also included in a classified 
approach. Among the classification methods that are 
commonly used in medical imaging are cluster 
algorithms, one of them is the C-Means fuzzy method, 
which was used to compare this technique. The most 
important feature of cluster methods is self-training 
using available data, which is considered an 
unsupervised method [28]. One of the most important 
drawbacks of this method seems to be the unfavorable 
performance of this technique in noisy images with non-
uniformity. 

In general, the SPM program has different practical 
goals compared to the other two programs which 
emphasize the field of examining the performance of 
brain data. The FSL and DIPY follow a more general 
goal in the field of brain image classification. However, 
it seems that the SPM8 package can better classify than 
CSF according to the use of an optimized registration 
model, the use of several data spectra, and the further 
development of tissue probability estimation maps. But 
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DIPY, in addition to being easier to run in the Python 
environment, has been more successful in classifying 
white matter and gray matter. As mentioned earlier, 
DIPY uses an MRF to model the background probability 
of brain tissue, which of course is also used in SPM8. 
Therefore, it seems that the most important feature of 
DIPY compared to other classification programs in this 
study was to find more optimal solutions using 
maximum and repeated conditional commands. 

 Finally, it should be said that the MRF technique 
can work well for the classification of brain MR images 
that are accompanied by intensity heterogeneity, but one 
of its limitations is the need for the appropriate selection 
of parameters controlling the strength of spatial 
interactions so that improper selection can lead to overly 
smooth division and as a result, lose important structural 
details. [29] Also, it should be said that similar to the 
result of the Zamanpour et al. [30] study, we can choose 
the appropriate classification software packages 
according to the purpose of image analysis. 

 

Conclusion 
Classification of MR images is a very active field in 

the medical field. It can be said that a single method 
does not answer all needs in the field of classification of 
MR images because each of them has strengths in one 
area and weaknesses in another. Like the technique used 
in this study, SPM uses a Bayesian classifier, but the 
CSF classification is better according to the DICE and 
Jaccard coefficients obtained by SPM. However, the 
classification of the other two regions GM and WM 
completely by the method used by DIPY in this study 
has been more suitable than the other two software 
packages. 
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