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Introduction: Accurate diagnosis of acute Intracranial Hemorrhage (ICH) involving vascular and non-
vascular bleeding has proven to be challenging due to the visual complexities in non-contrast Computed 
Tomography images (NCCT). Consequently, there has been a necessity for the adoption of novel techniques 
to address this issue, recently. This study aims to develop a new framework for automatic and accurate 
diagnosis of ICH and the ability of machine learning to differentiate vascular and non-vascular causes of 
Intracranial hemorrhages based on CT scan images without contrast material. Determining whether 
intracranial hemorrhage is vascular or non-vascular is clinically significant as it influences treatment 
decisions. 
Material and Methods: In this retrospective study, NCCT images were gathered from a group of 370 
patients, comprising 67 subjects with vascular bleeding and 303 with non-vascular bleeding. Radiomics 
features encompassing morphological, texture, and intensity-related characteristics, were extracted for every 
image slice. Subsequently, the effectiveness of five classification methods—namely, Support Vector 
Classifier (SVC), Logistic Regression (LR), Random Forest (RF), Decision Tree (DT) and K-Nearest 
Neighbors (KNN) was evaluated. 
Results: Metrics for evaluating classification methods, sensitivity, specificity and accuracy for the Logistic 
Regression were 55%, 65% and 63%, respectively. The AUC-ROC in this model was 0.66, which is better 
than other methods with large margin. 
Conclusion: In this study, an evaluation of five different classification methods revealed that all of them 
exhibited sufficient level of specificity. However, when it comes to classification sensitivity and accuracy, 
the Logistic Regression approach outperformed the others. 
  

Article history: 
Received: Apr 04, 2024 
Accepted: Sep 14, 2024 

 

 

Keywords:  
Intracranial Hemorrhages 
Machine Learning 
Computed X ray 
Tomography  

 
 
 
 
 

►Please cite this article as: 
Faraji S, Abbasi B, Amiri Tehranizadeh A, Naseri Z, Jarahi L, Khojasteh Rahimi F, Nasseri Sh, Hashemi A. A Machine Learning Approach for 
Differential Diagnosis of Vascular and Non-Vascular Intracranial Hemorrhage in Non-Contrast CT Images.. Iran J Med Phys 2025; 22: 65-76. 
10.22038/ijmp.2025.79158.2400.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                       
. 
 

 

Introduction 
Stroke is the second most frequent cause of death 

and one of the main causes of disability worldwide [1]. 
Due to improved life expectancy, the burden of stroke 
will increase [2]. An essential type of stroke, 
Intracranial hemorrhage (ICH), accounts for 
approximately 10% to 20% of all strokes. The 
morbidity and mortality resulted from ICH is higher 
than ischemic stroke [3]. Hemorrhagic stroke caused 
by the rupture of a blood vessel or an abnormal 
vascular structure while ischemic stroke is resulted 
from interruption of the blood supply to the brain [4]. 
According to the location of bleeding, ICH can be 
divided into two subgroups, vascular and non-
vascular ICH.  Determining whether intracranial 

hemorrhage is vascular or non-vascular is clinically 
significant as it influences treatment decisions. 

Understanding the risk factors for ICH is crucial 
due to its increasing incidence with age. Studies have 
shown that the risk of ICH rises significantly in older 
populations, with individuals over 85 years old being 
nearly 10 times more likely to experience ICH 
compared to those aged 45 to 54 years [5]. Major risk 
factor for ICH include high blood pressure and 
amyloidosis [6,7], while other contributing factors are 
smoking [8], alcoholism [9], low cholesterol [10], 
Diabetes mellitus [11], ICH-related genes [12], and 
chronic kidney disease [13]. Identifying these risk 
factors helps in understanding the underlying cause of 
the hemorrhage, whether vascular or non-vascular, 
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which is essential for effective management and 
treatment.  

The signs and symptoms of ICH and ischemic stroke 
are similar, usually involving the sudden onset of focal 
neurological deficits. Decreased level of consciousness, 
vomiting, headache, seizures and very high blood 
pressure may indicate the presence of ICH. However, 
none of these signs are specific enough to differentiate 
hemorrhagic from ischemic stroke at diagnosis, and 
therefore the diagnosis of ICH always relies on 
neuroimaging [14,15]. The neuroimaging methods that 
used in diagnosis of ICH include non-contrast 
computerized tomography (NCCT) [16], CT 
angiography (CTA) [17] and magnetic resonance 
angiography (MRA) [18]. NCCT is considered the gold 
standard for the diagnosis of ICH due to excellent 
sensitivity for the detection of acute ICH. Also, NCCT 
can provide useful elements such as location, 
intraventricular extension of ICH, hydrocephalus, 
presence and extent of edema, and midline shift or 
brainstem compression secondary to a mass effect 
caused by hematoma. CT angiography is the most 
accessible and non-invasive method to detect vascular 
abnormalities as secondary causes of ICH.  

In a retrospective study, W. Strub et al. [19] 
interpreted 22,590 head CT images. Among these 
images, a total of 1037 discrepancies were observed. 
141 cases of bleeding causes that was not mentioned in 
the initial report or was incorrectly explained. The most 
common pattern of bleeding that was wrongly 
observed in the initial report (55 cases) was subdural 
bleeding. Of these 55 cases, 8 cases (15%) were 
diagnosed as false positives. In addition, there were 2 
cases in which are correctly described as presence of 
bleeding but incorrectly described it as subdural 
hematoma instead of epidural (1 case) or subarachnoid 
hemorrhage (1 case).  

A major barrier to critical imaging results is related 
to the delay in radiologist report with an immediate 
significant finding that must be reviewed from a large 
number of patients. Approximately, 40% of all imaging 
of hospitalized patients are determined as urgent cases 
according to the clinician's order [20], but currently 
there is no automatic method for active triage of these 
examinations based on the real urgency of the imaging 
findings. Many methods have already been developed 
to classify critical imaging findings in head NCCT 
images. However, the complexity of constructing and 
implementing these algorithms, along with their limited 
clinical focus, may have caused their limitations. 
Recently, artificial intelligence using different 
techniques has attracted wide attention in medical 
fields [21, 22,23]. Artificial intelligence with machine 
learning (ML) algorithms can be very accurate in 
detecting vital findings such as bleeding, pressure effect 
and hydrocephalus in head NCCT [24]. Deep learning 
(DL) is a computing model with multi-processing 
layers, in which raw input is used for progressively 
learning. Some DL architectures include Convolutional 

Neural Networks (CNN) and Recurrent Neural Network 
(RNN) which are mostly used to solve processing 
problems [25]. 

Identifying the location and type of any bleeding in 
CT scan images is an important step in patient 
treatment. Diagnosis of this disease requires immediate 
intervention that is complex and often time-consuming 
[26]. In order to help clinicians and radiologists save 
precious time and diagnose more accurately and 
rapidly, computer-aided diagnostic systems have been 
developed to process images and diagnose ICH. In 
recent years, many methods have been published using 
deep learning models to diagnose ICH  [27,32]. 

In Altuve et al. [33], the authors compared the head 
scans of 100 patients with intracranial hemorrhage and 
100 healthy individuals using a model based on the 
residual neural network and the ability of this network 
to detect Intracranial bleeding was checked. Finally, it 
was found that this model had 96% sensitivity and 95% 
specificity in diagnosing ICH. 

Some studies have made efforts to diagnose head CT 
abnormalities including ICH, using ML methods. 
However, it remains unknown whether such simple 
approaches (2D, hybrid or simple 3D) are capable of 
making reliable predictions. In addition, none of these 
studies attempted to differentiate the causes of ICH.  
Accurate differentiation between vascular and non-
vascular hemorrhages in non-contrast CT images can 
be challenging. Subtle differences in bleeding patterns 
and structural features can be difficult to discern, 
especially when the hemorrhage is extensive and 
complex. CT angiography (CTA) and magnetic 
resonance angiography (MRA) can be helpful, but they 
also have limitations and may require more detailed 
analysis and integration with other diagnostic methods. 
Therefore, this study aims to develop a new framework 
for automatic and accurate diagnosis of ICH and the 
ability of ML to differentiate vascular and non-vascular 
causes of ICH based on CT scan images without contrast 
material. The development of such automated 
frameworks could improve diagnostic accuracy and 
reduce human error. 

 

Materials and Methods 
Study population 

In this retrospective study, CT scan images of 67 
patients with vascular bleeding and 303 patients with non-
vascular bleeding were used. The selection of these patients 
was done by a radiologist. Images in DICOM format were 
extracted from the PACS system of Imam Reza Hospital, 
Mashhad, Iran. The demographic information of the 
patients is presented in Table 1. 
 
Table 1. Demographic Characteristics of Study Patients 
 

 Vascular Non-Vascular 

Number of Male 34 172 

Number of Female 33 131 

Averge Age 51 56 

STD. Age 14 15 
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Figure 1. Analysis flow for the development and evaluation of models. 

 

 
 

Figure 2. Axial sections of CT images, extracted brain tissue and corresponding segment 

 
In figure (1), analysis flow for the development and 

evaluation of models can be seen. 

 

Pre-processing 
We performed the following pre-processing steps to 

prepare our images for feature engineering, each of 
which will be explained in detail. 

 Format conversion and motion artifact 
removal: dcm2niix software (version 
v1.0.20220720) was used to process the 
images, including correcting the head position 
during imaging and removing the skull bone.  

 Removal of artifacts: In order to eliminate 
potential artifacts, such as metallic artifacts, the 
pixel range of all images was set to [-1024, 
3071]. For this purpose, fslmaths was used in 
the FSL comprehensive library. 

  Removal of the skull bone: In order to extract 
the brain tissue or remove the skull, the 
thresholding method, interval [0, 100], was 
used. The tool used was fslmaths. Then the 
BET tool was used in FSL. The fractional 
intensity threshold value in the BET tool was 
set to 0.5. In order to extract the features in the 
whole brain, the volume of the whole brain 
tissue needs to be volumetrically labeled in the 
output of the previous step.  

 Creating a CSV file containing the list of 
patients: Extracting the characteristics of 
patients, one by one and separately, is an 
exhausting and time-consuming task. In such 
cases, the batch mode method can be used, in 
which the name and data path of the patients, 
including the CT file and label Map Volume 
in .nii.gz format, are stored in a CSV file. In 
order to prepare this file, the Pandas library 
was used. 

 Implementation of the file containing the list of 
types of features and pre-processing of images 

The list of the type of features to be extracted from 
the images was stored in a text file, with the extension 
yaml. 

 Run Pyradiomics in Batch Mode to extract 
features.  

 
The result of Pyradiomics is a file containing 

features. This file contains the extracted characteristics 
of patients with vascular bleeding. In this way, 1327 
features were extracted by applying wavelet transform. 
These features were saved in a CSV file. It should be 
emphasized that this number of features was made 
possible with the help of wavelet transformation and the 
extraction of features in different spatial resolutions. 
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In Figure (2), the axial sections of the CT images, 
the extracted brain tissue and the corresponding segment 
can be visualized using 3DSlicer. 

 

Features engineering 
In the study, various Python libraries were utilized 

for machine learning tasks, including NumPy, scikit-
learn, imbalanced-learn, pandas, boruta, seaborn, mrmr, 
scipy, and matplotlib. These libraries were employed for 
tasks such as data manipulation, model implementation, 
evaluation metrics, and visualization in the software 
environment. 

These features are divided into the following classes 
(four classes):  

 Shape-based features 

 First-order statistical features 

 Second-order statistical features 

 Higher order statistical features 
Before extracting the features determined by 

PyRadiomics, the images were processed. This step 
represents an attempt to homogenize the images from 
which features are extracted according to properties 
such as pixel spacing and gray level intensities. In the 
text file, with the YAML extension, in addition to 
determining the type of features, the settings for image 
processing were also determined, which includes 
applying Wavelet and LoG filters to the images. LoG 
(Laplacian of Gaussian) filter was used to smooth the 
images. Also, wavelet transform was used to extract 
features in surfaces with different spatial resolutions. 
The CSV file created in the previous step contains the 
characteristics of two groups vascular, non-vascular and 
a column called Outcome (zero and one). The last 
column is the target for each patient. A part of this data 
is considered as the input of machines. In order to learn 
machines, this data was divided into two parts X 
(characteristics of two groups) and Y (Outcome 
column). As mentioned, the total number of extracted 
features was 1327, which, after removing non-scalar 
features, resulted in 1288 remaining features (columns 
of matrix X). The number of features in each class are as 
follows: Shape-based features (14 features), First-order 

statistical features (18 features), Second-order statistical 
features (73 features), and Higher order statistical 
features (1183 features). 

The nested cross-validation method was used in 
order to create training, validation, and test data, as well 
as to prevent overfitting [34]. In the nested cross-
validation method, an internal cross-validation loop was 
used to perform data transformation and hyperparameter 
optimization. Next, this loop is placed inside an external 
cross-validation loop to evaluate the transformed data 
and the optimized model in different test sets. This outer 
loop is for the purpose of testing the model and provides 
the possibility of approximating the performance of 
selected models. In this study, the outer loop was 
divided into 3 parts with 3 repetitions, which are 2 parts 
for training and 1 part for testing in each repetition. So, 
it covers the entire data set. The inner loop was divided 
into 3 parts with 3 iterations, which are 2 parts for 
training and 1 part for validation in each iteration. In 
each external validation loop, the training data was first 
used to normalize the features, select the effective 
features, and balance the classes with increasing data. 
Figure 3 shows a diagram of cross-validation. 

After these steps, five classification algorithms were 
called and the performance of five algorithms was 
evaluated in each outer loop. In order to check the 
performance of algorithms and choose the best model 
with the best hyperparameters, GridSearchCV (Grid 
Search Cross-Validation) method was used. In this 
method, the internal validation loop is applied to the 
training data of the external validation loop. Then it 
evaluates the performance of the best model on external 
validation loop test data with accuracy, sensitivity, 
specificity and AUC (area under the Receiver-Operating 
Characteristic curve) indicators. Finally, five models 
were presented for each part of the external loop. The 
final selection of the best model is based on the highest 
average AUC-Score (Area Under the Curve Score) 
which is calculated from the three external loop 
sections. In the following, more explanations are given 
for each of the stages of machine learning. 

 

 
 
Figure 3. Diagram of Cross-validation 



 Machine Learning for Intracranial Hemorrhage                                                                                                                                         Sahar Faraji, et al. 
  

69                  Iran J Med Phys., Vol. 22, No. 2, March 2025 

The range of values in different features is not the 
same. When the dataset contains features (x) that vary 
greatly in magnitude and unit, it becomes important to 
standardize the feature values. Otherwise, this issue will 
cause instability of the model and decrease the accuracy 
of model estimation. To avoid this problem and to 
normalize the data, the MinMaxScaler (Min-max 
normalization) method was used. In this method, the 
features are transferred to the range of zero to one. 

Many extracted features can be redundant or 
irrelevant to the purpose of the study. Reducing the 
number of features increases the learning speed and 
improves machine performance. In other words, this 
feature reduction also facilitates the understanding of the 
classified problem and improves the performance of the 
model. In this study, the selection of the most effective 
features was done using two methods, Minimum 
Redundancy and Maximum Relevance (MRMR) and 
Recursive Feature Elimination Cross validation 
(RFECV). The MRMR algorithm usually selects a 
subset of features that have the highest correlation with 
a class (relevance) and the lowest correlation among 
themselves (redundancy) [35, 36]. At first, RFECV fits 
using all the features then the less important features   
gradually remove until the desired number of features 
remains [37, 38]. In this study, the optimal features were 
selected according to the following steps: 

a) Using the MRMR method, first 37 optimal 
features were selected out of 1288 features. 

b) Then to select the most optimal features using the 
RFECV method among 37 features, the minimum 
number of features was 30 and the SVC selector 
algorithm was considered. Also, in this method, ROC-
AUC index was used to select features. 

The number of patients in both vascular and non-
vascular groups is not the same. The challenge of 
working with such an unbalanced dataset is that in most 
machine learning techniques, the minority class is ignored 
during training. This will lead to poor performance of cars 
in the minority class. Synthetic Minority Oversampling 
Technique (SMOTE) for short was used in this research. 
This algorithm creates additional artificial samples by 
linear combination of existing samples to balance the 
minority class [39, 40]. In this technique, the number of 
neighbors of the minority class was selected equal to 5 
(k_neighbors = 5). 
 

Algorithms Model 
A classification algorithm can be a supervised 

learning technique that is used to identify new patterns 
based on training data. A classification algorithm learns 
from a given data set or samples and then classifies the 
new samples into a number of classes or groups. Five 
classification models were used in this study: 

1- Support Vector Classifier (SVC) 
2- Logistic Regression (LR) 
3- Random Forest (RF) 
4- Decision Tree (DT) 
5- K-NearestNeighbors (KNN) 
Figure 4 shows the machine learning data flow. 
The performance of each of these models depends 

on parameters that are called metaparameters. The 
values of these parameters have a great impact on the 
performance of the machine. One of the common 
methods of obtaining the best hyperparameters for a 
machine learning model is the GridSearchCV method.  

 

 
Figure 4. Machine Learning Data Flow 
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In this study, the input of this algorithm includes the 
five machine learning models mentioned above, the type of 
hyperparameters of these models, cross-validation and the 
use of accuracy index to evaluate the performance of the 
model. The optimal parameters of the model used by 
applying this method were obtained through cross-
validation. Finally, the performance of the best models with 
the best meta-parameters was evaluated on the outer loop 
test data. The evaluated indicators for the models are given 
in the next section. 

 

Model performance evaluation criteria 
After identifying the final model in each outer loop, the 

following criteria were measured to evaluate the prediction 
performance of the supervised models. These criteria 
include: Confusion Matrix, Sensitivity, Specificity, 
Accuracy, Receiver Operating Characteristic Curve (ROC) 
and Area Under Curve (AUC). 

 

Algorithms evaluation   
To achieve optimal model performance and fine-tune 

its hyperparameters, we employed a nested cross-validation 
approach. The model's evaluation involved a 10-fold cross-
validation, and in the final step, we predicted the model 
performances on the test dataset to evaluate the 
generalizability and the potential over-fitting problems by 
calculating key metrics including Accuracy, Specificity, 
and Sensitivity. To further assess the model's performance, 
we determined the AUC based on the ROC curve.  

 

Results 
Data normalization 

The following curves, Figure (5), show the effect of 

normalization on the training characteristics of each part of 

the outer loop. As can be seen, before normalization, the 

values of the features are in different intervals and the 

number of features in each of these values is very scattered, 

after applying this method, the values of the features will 

be in the range of zero and one and the number of features 

in this range are concentrated. This concentration indicates 

improved stability and consistency in the training process, 

as normalization ensures that all features contribute equally 

to the model, enhancing overall accuracy and reducing 

model instability. In other words, by standardizing the 

feature values to a uniform scale, the MinMaxScaler 

effectively mitigates issues related to varying magnitudes 

and units, leading to a more reliable and precise model 

estimation. 

 

Choosing the optimal feature 

Among 1288 features, at firstly 37 features were 

selected by MRMR method. Then, with the RFECV 

method, at least 30 features were selected from among 37 

features. Table 2 shows the number of features selected 

from the training features of each part of the outer loop. 

The outer loop was divided into 3 parts. In this table, it 

means of each section of the outer loop. As shown in 

Figure 4, both the outer and inner loops have 3 parts, folds, 

or loops. So, in Table 2, the term "part" refers to the parts 

associated with the outer loop. In each part of the outer 

loop, the best radiomics features were selected, and the 

number of these selected features in each part of the outer 

loop is listed in Table 2. 

 
Table 2. Number of the most effective features selected 

 

Number of selected effective features part 

33 1 

30 2 

31 3 

 

 

 
 

Figure 5. Impact of Normalization on Feature Distribution 
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Figure 6. The effect of SMOTE method on the data 

 

Data balancing 

Training data in the first, second, and third parts of the 

external loop have 246 patients. Of these, 202 patients are 

in class zero (non-vascular) and 44 patients are in class one 

(vascular). After applying the SMOTE method with the 

number of neighbors (k) 5, the number of training target 

data for the one, two and three outer loop segments reached 

404 patients; That is, with this method, 158 patients have 

been added to the target data with class one. The effect of 

the SMOTE method on the training target data of each part 

of the outer loop can be seen in the following image, Figure 

(6). 

 

Modeling and evaluation of model performance 

In this part, firstly, the results related to the average 

AUC calculated from all three parts of the outer loop for all 

machine learning algorithms predicting two vascular and 

non-vascular groups are expressed. Then the best 

predictive algorithm that had the highest AUC average 

value compared to other algorithms will be selected. Also, 

the details of the indicators evaluated for this algorithm 

(including sensitivity, accuracy, specificity, etc.), the best 

hyperparameters used for this algorithm, and a schematic 

of the ROC curve and the disturbance matrix in this model 

are presented. Table 3 shows information about the average 

AUC of all three parts of the outer loop of predictive 

classification models that were made from CT features. 
 

Table 3. Average AUC of all three parts of the outer loop for predictive 

models 

 

AUC ± SD Model Features 

0.62 ± 0.04 LR  
 

CT 
0.57 ± 0.06 KNN 

0.52 ± 0.06 DT 

0.60 ± 0.02 SVC 

0.61 ± 0.02 RF 

 
Table 4.The interpretation of the AUC [41] 

 

Value Model Performance 

0.5 - 0.6 Poor 

0.6 – 0.7 Fair 

0.7 – 0.8 Good 

0.8 – 0.9 Very Good 

0.9 – 1.0 Excellent 

 

As can be seen in Table 3, the LR algorithm showed 

the highest value of the CT features from the point of view 

of the average AUC value, with an average AUC equal to 

0.62 ± 0.04 among the models compared with it. AUC can 

rank models based on overall performance, so AUC is 
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considered in evaluating models. The information related 

to the interpretation of the AUC obtained for the models 

[41] is listed in Table 4. 

As a result, this model will be selected as the best 

predicting model for both vascular and non-vascular 

groups. Next, the results related to this best model will be 

shown. 

Table 5 shows the information related to the measured 

indicators, including accuracy, sensitivity, specificity and 

AUC related to each part of the outer loop for the best 

predicting algorithm for vascular and non-vascular groups. 

In Table 6, the information related to the best predictor 

classification model, with other models, obtained from 

Table 3 is presented with the best hyperparameters. The 

specifications of the hyperparameters that achieved the best 

performance in the models are as follows in Table 6. 

In the LR model, the parameters C and solver 

respectively correspond to the inverse of regularization 

strength and the optimization algorithm. In the KNN 

model, n_neighbors is a parameter that specifies the 

number of neighbors. In the DT model, the parameters 

max_depth, criterion and splitter correspond to the 

maximum depth of the tree, the function used to measure 

the quality of a split, and the strategy employed to choose 

the split at each node, respectively. In the SVC model, the 

parameters C and probability correspond to the 

regularization parameter and enabling probability 

estimates, respectively. In the RF model, the parameters 

criterion and max_depth correspond to the function to 

measure the quality of a split and the maximum depth of 

the tree, respectively. 

Figure (7) shows the schematic curves of ROC and 

AUC of each of the outer loop sections along with the 

average AUC of all three outer loop sections for the best 

prediction algorithm of vascular and non-vascular groups. 

 
Table 5. The measured indices of each part of the outer loop for the best predictive algorithm 

 

Specificity Sensitivity Accuracy AUC Part Features-Model 

0.65 0.55 0.63 0.66 1 CT-LR 

0.67 0.27 0.6 0.56 2 

0.72 0.50 0.68 0.63 3 

 
Table 6. The best hyperparameters for the best model 

 

Model Hyperparameters 

LR C=1000.0, solver='liblinear' 

KNN n_neighbors=2 

DT max_depth=9, criterion='entropy', splitter='random' 

SVC C=1000.0, probability='True' 

RF criterion='entropy', max_depth=8 

 

 
 
Figure 7. Schematic curves of ROC and AUC of each outer loop segment along with the average AUC 
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Discussion 
Differential diagnosis of vascular and non-vascular 

bleeding in patients with ICH based on NCCT scan 
images is critical to reduce brain damage and guide the 
physicians in selecting the most suitable treatment 
approach for the specific type of stroke. 

To do so, we curated and analyzed CT scan images 
of 370 patients with ICH, of which 67 had vascular, and 
the rest with non-vascular causes. To study the 
discriminative ability of the machine learning 
algorithms for the automatic prediction of the type of 
bleeding, five standard binary classification methods are 
employed. In total, over 1300 radiomics features were 
identified in the images, and 37 of them were selected in 
the final model. Among the five models, the logistic 
regression model was chosen as the best model, as it had 
the highest AUCROC. Ultimately, the best sensitivity 
and specificity were 55% and 65%, respectively, and the 
accuracy was also measured at 63%. The AUCROC in 
this model was 0.66, which is considered relatively good 
but indicates that this model still falls short of an ideal 
model that can accurately differentiate between vascular 
and non-vascular bleeding. To the best of our 
knowledge, there has been no study conducted to 
differentiate between vascular and non-vascular causes 
of ICH using machine learning techniques on whole 
brain tissue features in CT images. Therefore, we 
evaluated the results using some experiments on various 
machine learning and feature selection techniques. 
Alfaer et. al. [29] proposed a deep learning model 
named AICH-FDLSI in detecting ICH. Their model 
achieved a sensitivity ranging from 86% to 88%, with a 
specificity of 87%. Residual Neural network is utilized 
by Altuve et. al. [33] to recognize the bleeding type in 
ICH patients. The results showed that this model had a 
sensitivity of 96% and a specificity of 95%.  

In Table 7, we present a list of the published results 
on the ICH classification task using machine learning 
methods, to recognize brain bleeding and also types of 
ICH. To ensure a fair comparison, we have also 
included some studies based on machine learning 
algorithms in Table 8. To compare the results of the 
proposed ICH classification method with those of other 
published studies, we were faced with a limited number 
of studies on the classification of vascular and non-
vascular bleeding. In addition, other studies are often 
based on the automatic or manual segmentation of the 
bleeding regions, which are challenging and vulnerable 
to many systematic errors. These miscalculations can 
degrade the overall performance of the classification 
system. In the proposed system, the proposed machine 
learning models are trained using the extracted 
radiomics features from the segmented brain regions. 
Despite potential redundancy inside brain region, 
because of the simplicity of the utilized segmentation 
method, the proposed system could be more reliable and 
feasible in clinical settings. Deep learning models are 
powerful feature extractors and therefore have superior 
capability in medical image analysis systems. However, 
they require high resources and therefore the utilization 
of these systems is limited and challenging in current 
workflow. These models face challenges such as the 
need for large annotated datasets due to privacy 
concerns, the risk of overfitting with limited data, and 
difficulties in generalizing across diverse populations 
and imaging devices. Machine learning systems by 
using feature engineering techniques has comparable 
results in limited resource conditions. Therefore, in 
cases where we have limited data, machine learning 
models are better than deep learning methods in terms of 
Generalization and overfitting problems.  

 

 
Table 7. Performance of the published studies on the classification of the ICH using Deep Learning techniques. 
  

Method Model AUC Accuracy Sensitivity Specificity 

Schmitt [42] CNN 0.89 0.91 NA 0.9 

Hopkins [43] DNN 0.99 0.98 NA 0.99 

Seyam [44] DL 0.939 0.872 0.93 NA 

Altuve [45] ResNet-18 NA 0.959 0.956 0.962 

Tang [46] CNN NA 0.905 0.919 0.883 

Cortes [47] DL 0.978 0.927 0.914 0.94 

Kau [48] DL NA 0.94 0.682 0.968 

Tharek [49] CNN NA 0.95 0.969 0.931 

Rao [50] InceptionV3 0.988 0.989 0.974 0.986 

Voter [51] DL NA NA 0.923 0.977 

Kuo [52] CNN NA NA 1.00 0.90 

 
Table 8. Performance of the proposed method and published results on the classification of the ICH using Machine Learning techniques.  
 

Method Model AUC Accuracy Sensitivity Specificity 

Abe [53] XGBoost 0.8 NA 74 74.9 

Trevisi [54] RF 0.93 83.55 77.52 86.29 

Uchida [55] LR 0.87 NA 27 97 

Proposed method LR 0.66 0.63 0.55 0.65 

 
 



      Sahar Faraji, et al.                                                                                                                                      Machine Learning for Intracranial Hemorrhage 
    

Iran J Med Phys., Vol. 22, No. 2, March 2025                                                                               74 

Conclusion 
In this research, five different classification 

techniques including Support Vector Classifier, Logistic 
Regression, Random Forest, Decision Tree, and K-
Nearest Neighbors were employed to identify vascular 
bleeding type in non-contrast CT images. Subsequently, 
their effectiveness was evaluated by comparing their 
performance. The findings indicated that logistic 
regression outperformed the other four methods in terms 
of sensitivity, specificity, and overall accuracy. 
Consequently, it is recommended that the logistic 
regression approach be adopted as the preferred 
classification method for a computer-assisted system 
designed for diagnosing vascular bleeding types. 
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